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Praise for Machine Learning and Artificial Intelligence in Marketing and Sales

The world of business in general and marketing in particular is going through a radical transformation with the application of machine learning and artificial intelligence touching almost every aspect of business. These advanced tools are no longer solely the domain of statisticians and data scientists. Business practitioners find themselves interacting with these methods and, at the same time, data scientist often find themselves sitting at the management table managing groups and discussing their analysis. Machine Learning and Artificial Intelligence in Marketing and Sales: Essential Reference for Practitioners and Data Scientists strikes a, difficult to achieve, balance between providing sufficient information on commonly used but complex machine learning and AI tools, and yet keeping the book accessible and applicable to business practitioners with technical orientation. This is a great introduction book for those who wish to know not only about machine learning and AI, but also what it really is, and how to apply it in marketing and sales settings.

Oded Netzer, Professor of Business, Columbia University

This book is a great resource for Data scientists as a reference to anchor your technical understanding, build your intuition of the core machine learning models and at the same time elevate it for application in the real-world context of Marketing and Sales. It would be a good foundational book for students and applied practitioners of non-ML, non-stat backgrounds to gain confidence in your work and to stand behind the choices you make in your model building process. As the authors say, it does a good job at bridging the DS-real world application gap. I also liked the choice of the three models (NN, RF, SVM) to allow for focus and not overload the reader with tons of other material available. These three will get 80−90% of your job done as a modeler. I also liked the Executive Summary sections which appeal to the applied modeler in me and the Technical Detours which piqued a deeper intellectual curiosity and understanding of the details. Because they are positioned as detours, I could still read and use the book without making the technical parts overwhelming.

Vijay Jayanti, Head of Marketing Data Sciences at WhatsApp Inc.

In Machine Learning and Artificial Intelligence in Marketing and Sales, Syam and Kaul have teamed up to present a timely explanation of important topics in the evolving high-tech world of big data. For readers well-versed in the Support Vector Machine, artificial neural nets, and deep learning, the book will be immediately useful. For readers new to these topics, the authors’ accessible style lowers entry barriers. The book is required reading for managers, analysts, professors, and consultants involved in marketing and sales.

David J. Curry. Professor of Marketing, University of Cincinnati

Syam and Kaul's book is a comprehensive treatise on data science of marketing, a rich and deeply informative dive into the next generation of marketing analytics solutions. The work comprehensively integrates the theoretical concepts of Machine Learning with practical applications of marketing, making it essential for either ML Engineers solving marketing problems or marketing analysts looking to get a rigorous treatment of the nascent science.

Alex Vayner, Data science and AI expert, Partner, PA Consulting

The authors have skillfully tailored the content to a wide audience. I found this book as a solid reference guide for students and a reference for data science practitioners alike. While the book covers the most important Machine Learning topics in lucid detail, it also provides insightful executive summaries, and, most importantly, showcases applications of each model in the practical world of Sales and Marketing. I will wholeheartedly recommend this book to anyone interested in learning Machine Learning and Artificial Intelligence.

Sunish Mittal, Vice President, Data and Analytics, Aramark
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Foreword

The book is written in five chapters covering important concepts, principles, and practices on contemporary machine learning topics. Each page is written in an easy-to-read format using clean and lean sentences unencumbered by complex jargon. Each chapter provides solid theoretical background of the methods selected, and further elaborates the how and the why aspects of model selection, model building and model validation; the step-by-step approaches of leveraging specific techniques such as the Neural Network, the decision trees, and the vector machines; and the pros and the cons of certain machine learning (ML) procedures. Moreover, each topic provides many real-world examples that connect the theory with the applied use. Lists and depth of supporting reference materials are also excellent.

We are at an exciting time where the era of big data, machine learning, artificial intelligence, cloud computing and advanced analytics is ushering unprecedented access to and uses of large volumes of data to improve our predictive power to unlock transformational changes that impact many aspects of our lives in the retail, the financial, the manufacturing, the technology, the healthcare, and other industries.

As both big and small firms alike are fine-tuning their pricing, promotion, distribution, customer-retention, risk-management, and go-to-market strategies, data scientists are increasingly expected to know cutting-edge solutions, equip themselves with many facets of ML techniques and solutions. This book undoubtedly provides the foundational background, the tools, and the necessary tips to grasp many of the ML methods currently in use. In addition, as ML is rapidly and dynamically evolving to impact our daily life, the timeliness of this book is undoubtedly very appropriate.

I have worked as a data scientist for diverse organizations and have taught analytics and ML classes in universities. A few pages into this book, I knew that it is a special treat for my appetite, and it really struck a chord. Many of the well-organized core concepts expounded in the book are not only refreshing but also the kind I wish I had long ago. I also dare to describe this book as a versatile tool and a must-have reference material for both beginners and seasoned data scientists alike, business leaders and those who embrace data and analytics-driven decision-making processes. In addition, analytics teachers and their respective students can benefit from the in-depth analysis of the contemporary data science topics and the plethora of examples provided. I commend the authors for a job well done.



Dawit Mulugeta, PhD (Biostatistics), VP Analytics and Risk Management, Wells Fargo




Dawit Mulugeta is an applied data scientist. Currently he holds a vice president of analytics and risk management role with Wells Fargo. In addition, he teaches popular analytics and ML classes in the Department of Management Sciences as well as in the Department of Accounting and Information Systems of the Max M. Fisher College of Business of the Ohio State University in Columbus. Dawit earned a PhD in biostatistics from the University of Wisconsin in Madison, USA.



Preface

Machine Learning and Artificial Intelligence in Marketing and Sales: Essential Reference for Practitioners and Data Scientists is intended for a variety of audiences:
	Marketing and sales practitioners who want to develop a deeper appreciation for how machine learning models can be applied to problems in marketing and sales.

	Data scientists who are tasked with implementing data-based solutions to business problems in the domain of marketing and sales.

	Software engineers and IT developers who will implement, or assist in the implementation of, and manage the solutions for marketing and sales organizations in their company.

	Students in master's programs in data science and in MBA programs and management consultants who wish to have a deeper appreciation of how machine learning and AI are impacting the world of marketing and sales.





This book represents a fruitful collaboration between an academic and an industry practitioner. Each author made a genuine attempt to understand and incorporate in the book the viewpoints and tastes of the other. This main purpose of this book is to bridge, what we call, the Domain Specialist – Data Scientist Gap (DS-DS Gap). It is aimed at the translators, that is, the boundary-spanners, among two distinct audiences – the marketing practitioners and the data scientists. It is the experience of the authors that often in companies one of the biggest barriers to success is the ability of the technical and sales/marketing business teams to effectively understand and communicate with one another in solving business problems. Marketing practitioners and data scientists wishing to work together to solve marketing and sales issues using the methods of machine learning need to have a shared understanding of how these methods can be applied to marketing and sales. This book treads the fine line between the very technical books on the one hand, and, on the other hand, the purely qualitative books that merely mention the various AI and machine learning applications in marketing and sales.

Any collaboration between an academic and an industry practitioner, with the former emphasizing theory and the latter emphasizing business applications, always has a fair bit of tension – the desirable kind of tension that has hopefully made the final product better. We have tried earnestly to strike a balance between the theoretical/technical and applications aspects. Having said that, we have decided to err on the side of applications, anchoring our narrative on the connections between the techniques and their applications in a business setting. We have deliberately kept the technical details to a bare minimum in the main body of the text, and have dealt with technical details through the various “Technical detours” that have been collected together at the end of each chapter. This allows readers who do not wish to tackle the technical issues to be able to read the chapters easily without being distracted or overwhelmed by technical details. In addition, to help readers get a quick overview of the concepts involved, we have added “Executive summaries” as and when needed. As far as possible in each chapter we have tried to emphasize the intuitions behind the, sometimes complex, concepts of machine learning methods.

As far as the marketing and sales practitioners are concerned, the book assumes that they are interested in actual implementation of machine learning models, either by themselves or in collaboration with the data scientists in their organizations. For this reason, this book is not just a high-level overview of machine learning applications to marketing and sales. Thus, by its very nature the chapters assume that the reader is willing to handle some technical material. However, we have made every attempt to make the chapters self-contained by providing the background material needed to understand the chapter contents. Each chapter has a section on the existing applications of machine learning and artificial intelligence (AI) to issues in marketing and sales. We have tried to focus on applications that have been archived in the major peer-reviewed research journals in marketing, operations research, machine learning, expert systems, etc. By their nature, journal articles have details of implementation and data sets and interested readers can go through the articles listed in the references at the end of every chapter for further details. Finally, for those wishing to get hands-on experience of actually running analyses of marketing and sales data using machine learning models, each chapter has a couple of detailed “Case studies” at the end.


Acknowledgments

Niladri

I would like to gratefully acknowledge the support of my wife, Nivedita, without whose patience and encouragement this book would never have materialized. I would also like to thank my teacher, Professor Bibek Debroy, who introduced me to the power of quantitative modeling and testing of business phenomena in the 1980s, much before the term “analytics” had become fashionable. The Center for Sales and Customer Development (CSCD) at the University of Missouri provided the support and proper climate which greatly facilitated the writing of this book.

Rajeeve

This book would not be possible without the unyielding support and encouragement of my wife, Shalini, and the patience and understanding of our son, Harsha. Working on a book while staying abreast with challenging executive roles required them to sacrifice time that we could have spent building life memories – for which I am so grateful. I would also like to thank my many professors who encouraged me to learn and experiment with so many quantitative methods across diverse fields from statistics, to marketing, finance, operations research, etc. I further extend my gratitude to the many incredible executives across so many industries who adopted my quantitative solutions to improve decision in areas including pricing, marketing, supply chain,and digital among others, and the companies that allowed me to follow my curiosity to develop and deploy these models.

OPS/images/CH004_22.jpg
(E[f (x0)] —f (x0))* = Bias*(f(x0))





OPS/images/f03-14.jpg
Slow learning
when far from
desired output
since f2(z)) is
small

Desired output

=60 3; +00





OPS/images/u06-13.jpg
Rewwar s | Actual—

n e

0 e e






OPS/images/u06-05.jpg
Male Male
+Married +Married
+White collar | +Blue collar

Buy

Not buy






OPS/images/CH004_14.jpg
Y2 — Wy = wixz + waxp





OPS/images/f06-04.jpg





OPS/images/CH005_32.jpg
Bo + Bixii + PBrxia <0





OPS/images/f02-04.jpg
Actual ‘+'

Actual -’

Predicted '+’

Predicted ‘-’

True positive

False positive

False negative

True negative






OPS/images/CH005_24.jpg





OPS/images/CH003_67.jpg
) = zu-n( &)

=





OPS/images/CH005_63.jpg





OPS/images/CH005_71.jpg
P N
FOC condition w.r.t. B;: B; = Y. Aixyforj = 1,..
=





OPS/images/CH003_20.jpg





OPS/images/CH005_16.jpg
—3=-2<x, 5> +2<x 5>





OPS/images/u05-03.jpg
Box-plot of CV-Error

S90°0

§S0°0
O3 AD

S¥0'0

SE0'0

5

1

05

Gamma





OPS/images/CH003_59.jpg
Pdata





OPS/images/CH006_4.jpg





OPS/images/CH005_7.jpg
k(x,x) = (p(x), p(x)))





OPS/images/CH005_40.jpg
_ )
el Hx/ 1l

k(x,x)





OPS/images/f05-10.jpg





OPS/images/CH005_47.jpg
N
v = sign( Y. ask(zix) + Bo)





OPS/images/CH004_61.jpg
Elg] = 0





OPS/images/f03-06.jpg
Input
nodes

Hidden
nodes

Output
node






OPS/images/CH004_30.jpg
Errp = E[L(y, f(x))|T]





OPS/images/CH006_26.jpg
d—1
2 AT (x)
=1

j





OPS/images/CH003_52.jpg
Cquadratic =

M=





OPS/images/CH003_19.jpg
f) = 3 wrOm.

m=0





OPS/images/CH003_44.jpg
9 _ @y o O s
@ = Ok Mmis iy = mi i
) km ‘ml






OPS/images/CH004_3.jpg
f(xo)





OPS/images/CH002_9.jpg
N
Ov = argmaxP..mdel(x 0) = argmax H Prmodel (X3 0)

i1





OPS/images/f04-01.jpg
Prediction error

Test data

Training data

Complexity of model





OPS/images/CH002_10.jpg
O = argTaXExwm 10g pmodel (i 0)





OPS/images/CH003_36.jpg





OPS/images/f05-18.jpg





OPS/images/CH005_94.jpg
{BO—A1+2A2 = —1
Bo—2X +4A; = 1





OPS/images/CH003_27.jpg





OPS/images/CH006_10.jpg
< d pd
> AT
d=1





OPS/images/CH005_104.jpg
+(6)(—1) k(x, s1) +(6)(1) k(x, s2)





OPS/images/fx1.jpg
e emeralg
PUBLISHING





OPS/images/CH004_54.jpg





OPS/images/f05-25.jpg
Acceptable






OPS/images/CH004_37.jpg
C(6) = C(6) +AXIw





OPS/images/CH003_5.jpg
f (i) = wo+ wixi+ waxr + .4 wyd





OPS/images/CH005_112.jpg
(x,ap)





OPS/images/f05-03.jpg





OPS/images/CH004_46.jpg
[wy|





OPS/images/CH002_2.jpg
Loglp/(1 = p)] = wo+wiX





OPS/images/CH004_29.jpg
~—k
[Test error over test data xin group k usingf  (x) as the predicted value of x|






OPS/images/CH003_12.jpg





OPS/images/CH005_39.jpg
k(x,x') = (e,x!)





OPS/images/CH006_17.jpg
€2

Ty

=)





OPS/images/CH005_86.jpg
max Mg, g, .., ...
s Bl =1

)
3(Bo+ . Br) =M =€) Vi = 1,2, N

N
&=0, Zlé.f c

i=





OPS/images/CH005_56.jpg
(b(x), d(x))
k) = e STIaeNI





OPS/images/f06-05.jpg
Age< 40 Savings >k,

Savings <k,





OPS/images/CH005_31.jpg
Bo + Bixii + Brxia =0





OPS/images/f03-05.jpg
mo

X
. Activation function at
% hldden node m Output
Input 77 fm (Z, u,,,,x,) : node
nodes | *





OPS/images/CH004_23.jpg
Bias = (EV(XO)] —f(x0))





OPS/images/CH005_15.jpg





OPS/images/CH003_58.jpg
(=)

0z:





OPS/images/CH005_80.jpg
N
¥ A, xi)






OPS/images/f05-11.jpg





OPS/images/CH005_46.jpg





OPS/images/CH006_11.jpg





OPS/images/CH004_38.jpg





OPS/images/CH005_41.jpg
xc = (x+ + x_)/2, and it has coordinates xc = (0, x,).





OPS/images/f02-03.jpg





OPS/images/CH004_62.jpg





OPS/images/CH005_64.jpg
i(Bo + Bixit + Boxip + ... + Bxip)
18I






OPS/images/CH003_21.jpg





OPS/images/CH005_70.jpg
9y _
9B

XNj
— ANw.
AoyaXy — .

X1 —

—A

B





OPS/images/CH006_3.jpg
K
Cross entropy = — Z Pk 108 P
=1





OPS/images/CH005_78.jpg





OPS/images/CH004_13.jpg
Y1 —Wp = wixy + waxag






OPS/images/CH005_6.jpg





OPS/images/CH005_95.jpg
Bo = =3 A, =24, =2





OPS/images/CH003_6.jpg
S (xi)





OPS/images/CH005_105.jpg
—4—-6<d((x),P(s))> +6<P(x),P(s2) >





OPS/images/CH003_60.jpg
— e > )i
0Coross — enwopy _ ﬁ G O -
ow)






OPS/images/CH005_79.jpg
x.3





OPS/images/f05-09.jpg
+ (-1,12) (1,2) +






OPS/images/CH006_27.jpg
Y AT + () =
=1

g





OPS/images/CH005_10.jpg
(d(x), p(x'))





OPS/images/CH004_45.jpg
- Fd 4
CO) = Y (i—w)’ +A Y |w
= =





OPS/images/CH004_2.jpg
EPE = Bias® + Variance + Irreducible error





OPS/images/u05-02.jpg





OPS/images/CH003_37.jpg
9Ci W W 9 @
= =20 —fillx))fy i) 5 ()
ow) ow®






OPS/images/CH005_85.jpg
s.t.

N N
> Z Aid ey xi

N
3 Ay =0, A,=0






OPS/images/CH003_11.jpg
(w(')mO, wml, wm2, ..., wmp);
(w2k0, w@k1, Wk

, M, « M(p+ 1)weights
« K(M + 1)weights






OPS/images/CH004_28.jpg





OPS/images/CH006_16.jpg
=) +0r—a) + 05 —a)





OPS/images/CH005_25.jpg
f(x1, x2) = —4+3w; +3m





OPS/images/CH005_111.jpg
f(x) =

A(—

X+ 1)

2 +1)°
4+ A (—x; + 1) = As(x0 + 1)+ As(x





OPS/images/u06-04.jpg
—

Not married

IJ





OPS/images/CH003_26.jpg
ha :f(”(W(z])X) = 0
1l4+e ™M X





OPS/images/CH003_43.jpg
=20y = feCi) G 0 i

K
= = 2 20 0o 1 (o x





OPS/images/CH002_1.jpg
Y = wy+twX +e





OPS/images/CH005_57.jpg
k(x,x') = tanh(y,(e,x/) + v,)





OPS/images/CH005_49.jpg
(D(x), p(x)) = 2/ +x§xéz + 2x|xzx{xé = (v, ¥/)?





OPS/images/CH005_81.jpg
~ T i
f(x) = Bo+xB =Byt Y Aidx,x)
=





OPS/images/CH005_14.jpg
objective function : Choose 3y, 5y, ..., By, to maximize the margin M
Constraint: All points are at least a distance M away from the hyperplane





OPS/images/u05-05.jpg
e

Predicted + 45 9

Predicted - 140






OPS/images/CH005_5.jpg
y = sign({x — xc,x+ —x_))





OPS/images/f05-04.jpg





OPS/images/CH004_32.jpg
C(0) + \J(0)





OPS/images/f03-12.jpg





OPS/images/CH004_24.jpg
E[f (x0)]





OPS/images/CH006_20.jpg
t}ll‘n{‘ Zinkl(yl*,vu)y* Y O’i*j’(Z))l}

x;iis in Ry





OPS/images/CH002_3.jpg





OPS/images/f05-24.jpg





OPS/images/u06-11.jpg
Actual+ | Actual -

o g

=0 e






OPS/images/CH004_12.jpg





OPS/images/CH004_55.jpg
T

[ =32 + )

Pf ()

120 (x)

=) g

+ Eg (&5 p

ISlx)

2’ ox?

)





OPS/images/CH003_4.jpg
f(xi) = wo+ wix;)





OPS/images/CH006_12.jpg
el

™Mo





OPS/images/CH005_29.jpg
+1, f(x)>0
=1, f(x)<0





OPS/images/u06-07.jpg





OPS/images/CH005_34.jpg
Vi(Bo + Bixit + Boxio + ... + B,xj) >0





OPS/images/CH004_39.jpg





OPS/images/CH005_77.jpg
N
Z Ayixin

i=1

N
X1B = (X11,X12, o0y X1p) Z Aty

N
Z Ayixip






OPS/images/CH005_96.jpg
f(x1, x2) = =3+2)(=1)(x1, x2).(1, 0) + (2)(1)(x1, x2).(2, 0).





OPS/images/CH003_18.jpg
F 4
Wio + WmiXi + WiaXip F oot WXy =Y WXy






OPS/images/f04-02.jpg
+ 2
Wot WX W+ WX+ W, X2 +W X3 +W, X4





OPS/images/f05-19.jpg





OPS/images/f06-02.jpg
k, Savings





OPS/images/CH003_22.jpg
SRS
> W,(,,)hmr'
e





OPS/images/CH003_65.jpg





OPS/images/CH004_60.jpg
o (xi)
ox;






OPS/images/CH003_10.jpg





OPS/images/CH003_53.jpg





OPS/images/CH004_27.jpg
E[(Y 7f(x0))2\X = x| = 0%+ Biasz(f(xu)) + Variance(?(xu)) = Irreducible error + Bias® + Variance





OPS/images/CH006_6.jpg
@)





OPS/images/CH005_97.jpg
flxp,x) = —3-2<x,5> +2<x,5,>





OPS/images/CH003_50.jpg
M
i = filw) + e withfi(x) = Y wih
m=0





OPS/images/CH005_11.jpg
d(x1,x2)





OPS/images/CH005_54.jpg
k(x,x") = exp(— yllx — x/II*)





OPS/images/CH006_28.jpg
4
X AT (x)

i=1





OPS/images/CH003_38.jpg
ﬁg‘ = 2(vik = filxi) )/(2) (W hi)
w®

W





OPS/images/f05-16.jpg





OPS/images/CH003_68.jpg
2 WmiX)





OPS/images/f02-11.jpg
-
[=]
o

Cumulative % of responses

Cumulative percent of customers

100





OPS/images/CH004_5.jpg
w—w — 7v.|Gradient of cost function at w|





OPS/images/CH005_62.jpg
IBI* = B} + ... + B,





OPS/images/CH003_25.jpg
h = f(”(w(ll)x) = 0}
1l+e ™ ™M X





OPS/images/f03-15.jpg
Specialty
15100beds
pricePB
storagePB
repairPB
sanitaryPB
uppliesPB
easyPB

senicePB

s =

® ® I 5 o = ©

H1
H2
H3

p— . Lot





OPS/images/fx3.jpg
IN PEOPLE

‘ORI

£
Z





OPS/images/CH006_21.jpg
m_m{ > - }’(|) + X (y,*j/(z))z}

x; is in Ry x; is in Ry





OPS/images/f05-01.jpg





OPS/images/CH005_57a.jpg
Bo+Bixi+Baxy ..+ Byx, =





OPS/images/CH004_48.jpg
argminC(0)
Fuve)

Wt W





OPS/images/CH005_110.jpg
k(x,z) = xiz3 + 525 + 2x1X02122 + 2x121 + 20020 + 1 = < ¢(x), P(2) >





OPS/images/CH005_26.jpg
k(x,z) = (1+{x,2)° = (1 +x121 +x02)°





OPS/images/CH005_69.jpg
M=

M=

P

A.Lv,(leuB,JrBo)* J

=





OPS/images/CH004_52.jpg





OPS/images/CH002_4.jpg





OPS/images/CH005_82.jpg





OPS/images/CH003_31.jpg
WD

— W0

aC(wl)
ow






OPS/images/CH004_31.jpg
Err = E[Erry]





OPS/images/CH005_48.jpg
= ¢(x1,x%) = (x2,x2, V2x1x2)





OPS/images/f02-05.jpg
Instance # ActualClass Pr{Class="+"}

Actual '+ | Actual*-’






OPS/images/CH003_23.jpg





OPS/images/CH003_66.jpg
) ' = x; = maxjXx
Y .
In § ¢~ 1Ineé"





OPS/images/f03-21.jpg
Input X,
Input X,

Input X,





OPS/images/CH005_4.jpg
k(x,x) = (e, x/)





OPS/images/f03-13.jpg
Input
nodes

Hidden
nodes

Output
nodes





OPS/images/u06-06.jpg
White collar Blue collar





OPS/images/CH005_76.jpg





OPS/images/CH005_102.jpg
{30—0.5/\1+A2 = -1
Bo—A1+2\ =1





OPS/images/CH006_5.jpg





OPS/images/CH003_46.jpg





OPS/images/CH005_33.jpg
¢

Bo + Bixa + Boxip + ...+ Bxp >0,
Bo + Bixin + Baxia + ... + Bxi, <0,

if y;
if y;





OPS/images/f06-03.jpg
T

o

|

k, Savings






OPS/images/f03-07.jpg
W(l)mo

Hidden node m Output node
h,, =f(1)(zlwf"l,)x,) y=f @we” +w,’h,,)






OPS/images/CH004_25.jpg
E[f (x0)? — E[f (xo)]]2 = Variance(F(xo))





OPS/images/f05-23.jpg





OPS/images/CH003_51.jpg





OPS/images/u05-04.jpg
- Actual + | Actual -

Predicted + 0 0

Predicted - 43 157






OPS/images/u06-12.jpg
Rctwal -

T

=D e






OPS/images/CH003_3.jpg
f (xi)





OPS/images/CH003_17.jpg
P
Wio + WiiX1 + WanXy + o F WXy =Y W,






OPS/images/CH006_13.jpg





OPS/images/u03-01.jpg





OPS/images/CH004_19.jpg
E[(f(x0) — f (x0))*]





OPS/images/fx2.jpg
1ISOQAR certilied
Management System.
awarded to Emerald
for adherence to
Environmental
standard

ISOQAR 150 14001:2004
Certficate Number 1985
1SO 14001





OPS/images/CH004_53.jpg
< 2
T (it e) =)

i





OPS/images/CH005_27.jpg





OPS/images/f05-17.jpg





OPS/images/CH004_10.jpg
VI = Wo T WX T WaXxa)






OPS/images/CH003_45.jpg





OPS/images/CH005_103.jpg
By = —4 A, =6;A, =6





OPS/images/f03-08.jpg
o(z)





OPS/images/CH005_55.jpg
k(x,x/) = exp(—%(x—x/)’z"(x—x/))





OPS/images/CH005_98.jpg
f(x1,x2) = —3+2x





OPS/images/f03-20.jpg
InputX, |[r,,=0.31 r,, =0.32

InputX, |r,;=0.26 r,;=0.15





OPS/images/CH005_12.jpg
bo(x1) = (x1, x7)





OPS/images/CH006_29.jpg
d—1
Y, AT (x) = AT (x)

i=1





OPS/images/CH004_4.jpg
Minimizing[(sum of squared errors) + \(sum of squared weights)]





OPS/images/CH004_47.jpg
~regularized
WI =

D> >

>
n<

| =

N>

N>





OPS/images/f05-02.jpg





OPS/images/CH003_30.jpg
co) = -

H[\/]'g
u M

i log /%) ()

z| =





OPS/images/CH005_61.jpg
max M, g, .3,
st gl = 1

»
YilBo+ Y Bpy) =M Vi =1,2..,N






OPS/images/f02-06.jpg
Instance #

Actual Class

Pr{Class="+"}

Actual‘+

Actual*-’






OPS/images/CH003_39.jpg
uMa

200 = i) O A )

w1





OPS/images/CH006_22.jpg
Y(m)





OPS/images/CH006_30.jpg
4
Y AT (x)

i=1





OPS/images/CH004_57.jpg
(xl) Yy
02 ox; }





OPS/images/CH004_49.jpg
subject to J(0) =1





OPS/images/f05-14.jpg
Not churn

Margin






OPS/images/f05-22.jpg
‘Circle

-1 ‘ Square

Circle






OPS/images/CH003_40.jpg
Wi ) = 2 @ ki) £ (D )





OPS/images/CH006_14.jpg





OPS/images/f04-04.jpg





OPS/images/CH005_75.jpg
x;.3





OPS/images/CH005_108.jpg
k(x,z) = xiz3 + X325 + 2X1X02122 + 2x12) + 2Xp25 + |





OPS/images/CH003_32.jpg
aC(w')
ow






OPS/images/CH003_9.jpg
constant, + d* distance to city center + e*condition + f*macro factors





OPS/images/CH003_24.jpg





OPS/images/CH005_116.jpg
B -

kY





OPS/images/f02-08.jpg
True positive rate

False positive rate

_—» Areaiso.5





OPS/images/CH005_67.jpg





OPS/images/CH003_63.jpg





OPS/images/CH005_59.jpg
Yi(Bo + Bixin + Boxip + ... + Byxip)

B+ B3+ ..+ B






OPS/images/CH005_20.jpg
I M=





OPS/images/CH003_16.jpg





OPS/images/CH004_42.jpg
N

& 2
C(0) = ,Z] 0i— /; WiXi)





OPS/images/CH005_83.jpg
x.3





OPS/images/u06-09.jpg
c
2
-

©

2

)]

(7
el
(@]






OPS/images/f03-10.jpg





OPS/images/CH002_5.jpg
— 7.[Gradient of cost function at w']





OPS/images/CH005_101.jpg
{ —1 = By—21(0.5,0.5).(0.5,0.5) + 1,(0.5,0.5).(1, 1)
+1 = By —A1(1,1).(0.5,0.5) + Ao (1,1).(1,1)





OPS/images/CH003_2.jpg





OPS/images/CH003_47.jpg
s — s ) (1) Z W’((Z)s

mi






OPS/images/f05-06.jpg
lx=(xll xz)






OPS/images/CH004_26.jpg
E[(f(xo) — f(x0))*] = Bias?(f(xo)) + Variance(f (xo))





OPS/images/CH005_35.jpg
(x.
%
Y= %
, X
JX/{





OPS/images/CH005_60.jpg
Bo T Bixin + Baxip ... + Bxip





OPS/images/u06-01.jpg
| [wale [Female| | |Maried [Notmarried | | |Whitecollar |Bluecolar |

Buy Buy Buy
Not buy Not buy Not buy






OPS/images/CH004_18.jpg
E[(Y = f(x0))*|X = x0] = E[(f(x0) —f (x0))*] + &





OPS/images/CH005_51.jpg





OPS/images/f03-17.jpg





OPS/images/CH004_11.jpg
V2 = Wy T WiX2] T WaX22





OPS/images/CH004_50.jpg
™M=

(f () =)’





OPS/images/CH005_28.jpg
= +1X =x)
iy = —1|X = x,)

2

= Lag(l —) = Bo T Bixi + Baoxic





OPS/images/CH004_33.jpg





OPS/images/CH003_55.jpg





OPS/images/CH005_3.jpg
Bo + Bixit +Pyxio = 0





OPS/images/f02-07.jpg
True positive rate

(0.5,0.5) =Threshold

False positive rate






OPS/images/f03-09.jpg
S






OPS/images/f06-07.jpg





OPS/images/f03-02.jpg
Rent value

Distance to city center





OPS/images/CH005_99.jpg
{

=1 = By A (=1)(s1)-¢(s1) + A2 (1) (s
+1 = Byt A1(—1)p(s2).(s1) +Az2(1)p(s2





OPS/images/CH006_8.jpg





OPS/images/CH005_43.jpg





OPS/images/CH004_65.jpg
M
C(0) = CO)+A Y |hyl

=1





OPS/images/CH005_13.jpg
Bothx1tpyx2t - +p6x, =0





OPS/images/CH003_1.jpg
&
wix; T+
wo t+





OPS/images/CH005_90.jpg
N
fx) =B+ Z,])\,yik(m,)





OPS/images/f05-05.jpg
0
1 X/Z)

X,





OPS/images/CH005_100.jpg
2-—x+t x|, 2=x +x; —x2|) ifxf +xf>0,5
(x1,x2) otherwise

d(x1,x2) = {





OPS/images/CH005_109.jpg
b(x) = (X3, X2, V2x10,V2x1,V2x2,1)





OPS/images/CH005_58.jpg
|Bo + Bixit + Byxio + ... + Bxp|

VBBt B





OPS/images/CH006_23.jpg
SS

SS; +88; +... +SSm
x> (,V.—,V(n)z

xismR,

) (Y:_J_’(z))z‘*'»--‘*' > (,Vi—)"w))z

xis in Ry xiis in Ry





OPS/images/CH004_7.jpg
™M=

(f () =)’





OPS/images/CH004_41.jpg
yAsign(w)





OPS/images/f05-21.jpg





OPS/images/CH003_15.jpg
M
f@xi) = wo+ Y wafu(x:)

—1





OPS/images/CH006_15.jpg
if x; is in region R,
if x; is in region Ry

if x; is in region Ry,





OPS/images/f04-03.jpg
Train

Train

Test

Train

Train






OPS/images/CH005_89.jpg
N

1
75 > Z Aidyyik(xi, xi)

i





OPS/images/CH002_6.jpg
Hit rate =






OPS/images/f03-11.jpg





OPS/images/CH005_84.jpg
y 4
(Y xiB; + Byo)

e





OPS/images/CH003_33.jpg
& 2
Zl e = fe(xi))





OPS/images/CH005_23a.jpg





OPS/images/CH005_115.jpg
flx) = By +x% *"%-





OPS/images/f02-09.jpg
100

+
Y
1}
)
c
O
o)
S
o
a
g
2 301
o
>
£
)
v
o

Percent of customers
(Decreasing order of prob of '+')

100

Randomly mailing to x%

| of the customers, would

target x% of the '+





OPS/images/CH003_64.jpg
L]
(X1, X2, 000y Xp) = In Y €






OPS/images/f06-01.jpg
Savings





OPS/images/CH005_21.jpg





OPS/images/CH003_48.jpg
Wiy,

m

Mx

72 i) =

s
I
o





OPS/images/CH003_70.jpg





OPS/images/u06-08.jpg





OPS/images/CH004_56.jpg
Ele;] = 0, E[e]] = o*





OPS/images/CH005_52.jpg





OPS/images/f03-01.jpg
Rent value

Distance to city center





OPS/images/CH006_7.jpg





OPS/images/CH005_36.jpg





OPS/images/CH004_51.jpg
=0, Elg]] = o





OPS/images/CH005_53.jpg
x,x/





OPS/images/u06-10.jpg
- Actual + | Actual -

Predicted + 2 7

Predicted - 78 1078






OPS/images/CH003_54.jpg





OPS/images/CH005_19.jpg





OPS/images/f03-16.jpg
T ———

asuodsal papipald

Input variable





OPS/images/CH004_6.jpg
(1 —2yA)w — vy.[Gradient of cost function at w]|





OPS/images/CH005_42.jpg





OPS/images/CH005_68.jpg
min 1§ g

Bo BrBy2 /5






OPS/images/CH004_40.jpg
w—[w — yAsign(w)] — C(e





OPS/images/CH003_69.jpg
M
= Y W






OPS/images/f02-10.jpg
1 7.5 1.86 18.6
2 6.2 1.53 33.9
3 6 1.49 48.8
4 5.8 1.44 63.2
5 5.3 1.32 76.4
6 B! 0.79 84.3
7 2.6 0.65 90.8
8 1.5 0.37 94.5
9 1.3 0.33 97.8
10 0.9 0.22 100
Overall 4.03 1





OPS/images/f05-15.jpg
Less
likely
to
churn

Not churn

Margin






OPS/images/CH004_34.jpg





OPS/images/CH005_74.jpg
(Boy + x1.8)





OPS/images/CH004_17.jpg
Var(g) = o





OPS/images/CH005_2.jpg
Bo+PBix1 +Bx2 =0





OPS/images/CH005_91.jpg
f(s1) = Bo+A1(— 1)sy.s1 +A2(1)sy.52





OPS/images/f06-06.jpg
Age |

Savings





OPS/images/CH003_14.jpg
Rent value = a+ b*DCC + ¢*DCC? + d*DCC® + ¢





OPS/images/CH004_8.jpg
f(xi) = yi + (negligible terms)





OPS/images/CH005_22.jpg
objective function : Choose By, 5y, ..., By, and §;, ..., §y to maximize the margin M
Constraint 1: All points are at least a distance M((1 — &;) away from the hyperplane
Constraint 2: The sum Z,{, <C





OPS/images/CH003_57.jpg
0/ @ >(z, ﬁ
S -/ owsr
OCquadraic __ le(yl A oz





OPS/images/CH006_2.jpg
K
Gini index = Y puk(1 = puk)






OPS/images/CH003_49.jpg





OPS/images/CH005_30.jpg
+1, pi>05
—1, pi<05





OPS/images/CH005_73.jpg
P
MY, 38, + Bo) = 1] = 0, forall s
J

=1





OPS/images/f03-04.jpg
X7
- T T
X, Tnput at hidden\\ Output
Input \node m: ,w,,,,ﬁl node
nodes | * —r——






OPS/images/f05-12.jpg





OPS/images/CH006_24.jpg
o
T(x) = Y AT(x)
d=1





OPS/images/CH003_29.jpg





OPS/images/CH004_1.jpg





OPS/images/f02-02.jpg
Cw)

C(w)






OPS/images/cover.jpg
MACHINE LEARNING AND
ARTIFIGIAL INTELLIGENGE
INMARKETING AND SALES

Essential Reference for
Practitioners and Data Scientists

NILADRI SYAM
RAJEEVE KAUL






OPS/images/CH003_34.jpg
1 (xi)





OPS/images/f03-19.jpg
C,, =708 C,, =-0.186

Input X, ‘ ¢, =518.9 I C,,=0.111

Cy3 =433.37 C,3=0.054






OPS/images/CH005_114.jpg
AY

Ay

Ay

Ay

=05





OPS/images/CH005_65.jpg
VB + .+ (KB, = k\[B}+ ..+ B2 = KBl





OPS/images/CH004_35.jpg
w—ow — y%(c(e) +AJ(0) = (1 —=2yA)w— y%‘i?)





OPS/images/CH004_44.jpg
oyun—regularized
w;, =W





OPS/images/CH005_18.jpg
2&i





OPS/images/u05-01.jpg





OPS/images/CH005_1.jpg
Bo tByx1+ B+ .. +6,x, =0





OPS/images/f06-09.jpg
m N oS W~ uw =0

Clusters






OPS/images/CH005_88.jpg
P
vilBo+ X xiBy)
=1





OPS/images/CH005_45.jpg





OPS/images/CH006_19.jpg





OPS/images/CH002_7.jpg





OPS/images/CH005_37.jpg
IxlI> = (x,x)





OPS/images/CH005_8.jpg





OPS/images/f05-08.jpg





OPS/images/CH004_63.jpg
Elg;g;]






OPS/images/u06-03.jpg
Male
+Married

Male
+Not married

Male

Male

+White collar | +Blue collar

Buy

Buy

Not buy

Not buy






OPS/images/CH004_20.jpg
E[(f(x0) —F(x0))] = E[f (x0))3] = 2E[F (xo)])? + (E[F (x0)]) + (Ef (x0)])? — 2 (x0)E[F (x0)] + 2 (xo)





OPS/images/CH004_59.jpg
(ol

N
Cc+a*y
=

(

9 (xi)
ox;

)





OPS/images/f05-20.jpg





OPS/images/CH003_42.jpg





OPS/images/CH004_16.jpg





OPS/images/CH005_92.jpg
=1 = By +Ai(—1)si.s) +Ax(1)s).5,
+1 = B+ (= 1)s2.s1 +As(1)s2.5





OPS/images/CH005_106.jpg
4
fx) =B+ _Z,l)\,y:'k(%ai)





OPS/images/CH003_61.jpg
9Ccross — enlmpy

w2





OPS/images/CH003_7.jpg
(x) = X" form =






OPS/images/f05-13.jpg





OPS/images/f04-05.jpg
Loss

~ _ Validationloss
~ -

Training loss

Training time (epochs)





OPS/images/CH005_66.jpg





OPS/images/CH004_15.jpg





OPS/images/CH004_58.jpg
f(x) = y;i + O(c?)





OPS/images/CH005_23.jpg





OPS/images/CH006_1.jpg
Y(m)





OPS/images/CH005_72.jpg
FOC w.r.t. By ZA,y. =0

i=1





OPS/images/CH003_41.jpg
il = 3wl






OPS/images/f05-07.jpg





OPS/images/CH006_25.jpg
d—1
¥ AT
i=1





OPS/images/CH006_31.jpg
D
T= Y ATy
d=1





OPS/images/CH004_9.jpg
C = [y — (wo + wixiy + waxa))]* + [ — (wo + wixia + waxa)|*





OPS/images/CH003_35.jpg





OPS/images/CH004_43.jpg
i (1= wy)’





OPS/images/CH005_17.jpg
f(x1, x2) = —3+2x.





OPS/images/CH005_113.jpg
4
Y Nidwyik(ai, ai)
=1

4
st Y A= —Aj+Ay—A3+Ay =0

i=1

A=0i=1234





OPS/images/CH005_87.jpg
P
Vi
(Bo + ,; xiB) =1 -¢





OPS/images/f02-01.jpg
C(w)

min






OPS/images/CH004_36.jpg
C(0)

C(0) +AJ(0),





OPS/images/CH005_44.jpg





OPS/images/f03-18.jpg
Input X,

Input X,
Input X,

Output






OPS/images/CH006_18.jpg





OPS/images/CH005_9.jpg





OPS/images/CH003_62.jpg
£ (zi)





OPS/images/CH002_8.jpg
CO) = — 3. yilogPr(y = 1)+ [1 ~illog1 — Pr(yy = 1)





OPS/images/f06-08.jpg
O .- v o ©C U o





OPS/images/CH005_50.jpg
k(x,x') = ($(x), d(x'))





OPS/images/u06-02.jpg





OPS/images/CH002_11.jpg





OPS/images/CH003_28.jpg
y =) = wéz) + wsz)hl + w(zz)hz +e





OPS/images/CH005_93.jpg





OPS/images/f03-03.jpg
X Hidden
Input ode
nodes

Output
node






OPS/images/CH005_107.jpg
k(x,z) = (1+{x,2)° = (1 +x121 +x02)°





OPS/images/CH006_9.jpg





OPS/images/CH005_38.jpg
(e, x'y = llxll lx/lICos 6





OPS/images/CH003_8.jpg
constant; + a* distance to city center + b*condition + c*macro factors





OPS/images/CH004_21.jpg
E[f (x0))? — 27 (x0)E[f (x0)] + (EF (o)) + (EFF (xo)])? — 27 (x0)E[F (x0)] + 2 (x0) = E[f (x0))% — E[f (xo)lI? + (E[f (x0)] — f (%0))?





OPS/images/CH004_64.jpg





OPS/images/CH003_56.jpg
0Cquadratic
awd





OPS/images/CH003_13.jpg
len|

‘Cu\ +epn| + les]

= 708/(708 + 518.9 +433.37) = 0.43





