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#### Abstract

Purpose - The total capacity of ambulances in metropolitan cities is often less than the post-disaster demand, especially in the case of disasters such as earthquakes. However, because earthquakes are a rare occurrence in these cities, it is unreasonable to maintain the ambulance capacity at a higher level than usual. Therefore, the effective use of ambulances is critical in saving human lives during such disasters. Thus, this paper aims to provide a method for determining how to transport the maximum number of disaster victims to hospitals on time. Design/methodology/approach - The transportation-related disaster management problem is complex and dynamic. The practical solution needs decomposition and a fast algorithm for determining the next mission of a vehicle. The suggested method is a synthesis of mathematical modeling, scheduling theory, heuristic methods and the Voronoi diagram of geometry. This study presents new elements for the treatment, including new mathematical theorems and algorithms. In the proposed method, each hospital is responsible for a region determined by the Voronoi diagram. The region may change if a hospital becomes full. The ambulance vehicles work for hospitals. For every patient, there is an estimated deadline by which the person must reach the hospital to survive. The second part of the concept is the way of scheduling the vehicles. The objective is to transport the maximum number of patients on time. In terms of scheduling theory, this is a problem whose objective function is to minimize the sum of the unit penalties. Findings - The Voronoi diagram can be effectively used for decomposing the complex problem. The mathematical model of transportation to one hospital is the $P \| \Sigma U_{j}$ problem of scheduling theory. This study provides a new mathematical theorem to describe the structure of an algorithm that provides the optimal solution. This study introduces the notion of the partial oracle. This algorithmic tool helps to elaborate heuristic methods, which provide approximations to the precise method. The realization of the partial oracle with constructive elements and elements proves the nonexistence of any solution. This paper contains case studies of three hospitals in Tehran. The results are close to the best possible results that can be achieved. However, obtaining the optimal solution requires a long CPU time, even in the nondynamic case, because the problem $P \| \Sigma U_{j}$ is $N P$-complete. Research limitations/implications - This research suggests good approximation because of the complexity of the problem. Researchers are encouraged to test the proposed propositions further. In addition, the problem in the dynamic environment needs more attention. Practical implications - If a large-scale earthquake can be expected in a city, the city authorities should have a central control system of ambulances. This study presents a simple and efficient method for the post-disaster transport problem and decision-making. The security of the city can be improved by purchasing ambulances and using the proposed method to boost the effectiveness of post-disaster relief. Social implications - The population will be safer and more secure if the recommended measures are realized. The measures are important for any city situated in a region where the outbreak of a major earthquake is possible at any moment. Originality/value - This paper fulfills an identified need to study the operations related to the transport of seriously injured people using emergency vehicles in the post-disaster period in an efficient way.
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## Introduction

A disaster is defined as an event that satisfies at least two of the following criteria:
1 it is a sudden event;
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2 it causes great damage to human lives and the economy; and
3 the local population does not have enough capacity to handle the damage (Papp, 2019).

For example, drought and pandemic satisfies criteria (2) and (3) (Babaqi et al., 2022). This paper deals with disasters that satisfy criteria (1) and (2) regardless of whether they satisfy criterion (3). Many natural disasters (earthquakes, floods and wildfires) that satisfy criteria (1) and (2) cannot be predicted in time. These sudden disasters demand real-time, dynamic, immediate, effective and efficient solutions to protect human beings, animals, buildings and properties in the immediate post-disaster period. Disasters such as earthquakes, floods, hurricanes, wildfires, terrorist attacks and volcano eruptions negatively impact both the city's inhabitants and infrastructure on a large scale. Therefore, rescue operations are challenging, and such a problem is often computationally intractable. Many different approaches and methods have been used in operational research and system management to tackle these problems (Altay and Green, 2006). Every year, many lives are lost around the world because of disasters. According to the United States Geological Survey, there are millions of earthquakes worldwide every year, and in the 15 years leading up to 2015 , more than 800,000 people died as a result of earthquakes. At least 250 million people are affected by 125 disasters worldwide on average each year (United Nations, 2007).

According to Altay and Green (2006), emergency response efforts are composed of four disaster operations management phases: mitigation, preparedness, response and recovery. Mitigation can be defined as a continuing action to preclude or reduce the risk to people and property from a disaster and its effects. Preparedness is the measures taken to prepare for and, when possible, prevent or reduce the effects of disasters (Bullock et al., 2013). Response refers to the use of emergency procedures and resources defined in emergency plans to save lives, the environment, properties, etc. The response, which needs an organization with many functions, must start immediately after the sudden event of the disaster with the available capacities (Vizvári et al., 2019). Recovery is the longterm action taken to restore normalcy and stabilize the community after the immediate impact of the disaster has passed (Whybark, 2015). It is essential to make thorough preparations for a potential disaster situation beforehand. However, once the actual disaster occurs, the managers on the scene have to develop complex response strategies in a compressed time frame without the support of higher-level managers. Implementing plans, establishing command posts and shelters and ensuring the provision of all necessary emergency services are the activities of the disaster response phase.
Emergency medical services (EMS) are the most important services for saving lives during a disaster. However, one of the major related problems that needs to be tackled to increase the number of lives saved is the ambulance routing problem (ARP); it involves coordinating and regulating the flow of ambulances to save those impacted by disasters (Tlili et al., 2017). The transportation of casualties after an earthquake poses a serious problem in a metropolitan city (Pinarbaşi et al.,
2022). Thus, operations research experts have been attracted to EMS decision-making and management problems because of their highly sensitive nature. Over the years, they have explored various problems and solutions in managing the EMS systems (Bozorgi-Amiri et al., 2017; Kadri et al., 2014; Molenbruch et al., 2017).
Recent literature has described the roles and responsibilities of EMS as establishing emergency facilities, transferring injured patients to hospitals, providing medical assistance, rescuing survivors and orchestrating activities across multiple organizations. The various elements of the response to a disaster related to transportation are as follows:

- transportation planning: determining the suppliers' delivery schedule before assigning ambulances;
- ambulance assignment: allocating ambulances to the appropriate emergency points;
- routing: giving routes to the ambulances to transport patients quickly;
- road repair: repairing damaged roadways and restoring lifelines to affected areas; and
- integrated problems: resolving a set of individual problems to achieve one or more common objectives (Wren and Holliday, 1972).

The ARP addresses the routing issue to form the strategy to transport patients from the disaster site to medical facilities.
The primary roles of ambulances in the post-disaster period are to provide first aid to the lightly injured people and transport the more seriously injured to operating hospitals. It is massively complicated to manage the operations of ambulances in the immediate aftermath of a disaster because of the dynamics and uncertainty with which the relevant information changes over time and, thus, leads to changing the plan. The availability of ambulances and the number, location and medical state of people calling for help are the information required to manage ambulance operations and routes.
After a serious disaster in a metropolitan city, there are many patients who need urgent medical care to survive. Every patient has a deadline by which they must get to the operating room, depending on the type and severity of the damage; otherwise, the patient will die. This deadline can be obtained from the expert triage system using the information provided by the person who reports the victim to the emergency center. The location is also acquired in the same way.

When the capacity of the emergency transportation system is high, it is easy for operations management to find a schedule that ensures that everyone arrives at the hospital on time. However, this capacity becomes insufficient in cases of disasters that have a large-scale impact because of the vast difference between the capacities needed in the non-disaster and post-disaster periods. Thus, saving all the injured people in such situations is impossible (Thomson, 1985). Some studies have projected the incorporation of military assets into the emergency task force in the post-disaster period (Kallehauge, 2008). If it is not possible to save everyone, then it is essential to identify the ethical principles to be applied in the transportation process. The simplest and most egalitarian solution to this ethical conundrum is to maximize the number of lives saved (Shavarani and Vizvari, 2018). This solution conforms to many published ethical principles, such as the "Ethical Goals of the

Allocation Framework" section in White et al. (2020). The result of this approach is the thought process that people in isolated places have a slim chance of survival. Nevertheless, this study applies the principle of maximizing the expected number of saved patients after a disaster. This paper does not focus on the investigation of ethical matters.
The summary of the topic of this paper is described in this section. In the event of a sudden disaster, there exists a multifunctional organization that is responsible for the response to the disaster. One of its many functions is the transportation of seriously injured people to hospitals. The main contribution of this paper is the proposal of a method for effectively using the available ambulances. The proposed method can be used in an automated system and the synthesis of several new and known elements. The two most important elements are the problem $P \| \Sigma U_{j}$ of scheduling theory and the Voronoi diagram of geometry. The problem $P \| \Sigma U_{j}$ has been very rarely investigated. Thus, its available theory was not suitable for this application. New mathematical results, including Theorem 1 and Lemma 2 described below, had to be obtained to make the application possible. The notion of a partial oracle, which is the basis of the proposed heuristic method, is also a novel idea used in the proposed method. The Voronoi diagram is applied in its original form.

The structure of the paper reflects the structure of the elements and results. The following section presents the literature overview of the study. The Materials and methods section describes the Voronoi diagram both in a static and dynamic environment. This diagram enables the decomposition of the enormous, intractable problem. A complete mathematical description of the simplified model after decomposition is given in the Mathematical model for a single hospital in the case of a small capacity. This problem is investigated from both theoretical and algorithmic points of view in the Mathematical analysis of the problem $P \| \Sigma U_{j}$ section. The method is applied to three districts of Tehran in the Case study section. The Results and discussion section evaluates the numerical results. The conclusion is presented in the final section of the paper.

## Literature overview

This paper describes a transportation system in the postdisaster period. Therefore, it uses previous results from the following areas related to post-disaster relief management:

- the organization of the relief system;
- triage;
- post-disaster transportation of casualties and evacuation;
- algorithms for calculating the minimal path; and
- mathematical tools of scheduling theory used in modeling the problem.

The main result of this paper is a synthesis of all these areas. Along with the synthesis, several new findings are presented in the mentioned areas:

- After a disaster, a considerable number of victims must be evacuated to temporary resettlement sites. Much information from many different places and sources, such as the police and reports of civilians, is received by Emergency Reply Centers (ERC) through satellite technologies (Delmonteil and Rancourt, 2017). Because of the disaster, many connections may be lost. Thus,
information must be available on the state of the transportation grid (Li and Tsukaguchi, 2003), as the rescue procedure results are significantly influenced by the period between the injury and medical intervention, which requires effective communication (Wang et al., 2009). To maximize the number of lives saved, ERCs use the information to plan the ordering of emergency vehicles and determine which roads are needed.
- Jotshi et al. (2009) divided casualties into four types: slightly injured, moderately injured, severely injured and mortally injured. With this classification, an approximate deadline for patients can be established. Post-disaster decisions must be made quickly to be operative, which dictates that the solution approach must be fast and timely.
- Several publications have focused on the processes of lifesaving and evacuation of patients in the post-disaster period. Aringhieri (2020) suggested a mathematical model and an online heuristic method for determining the movement of ambulances in the post-disaster period. Aringhieri et al. (2021) surveyed several transportation services in the health-care industry, including emergency cases.

Jin et al. (2014) developed a logistical model to transport injured people with various injuries and determine the probabilities of survival.

Liu et al. (2011) proposed a mathematical model for vehicle scheduling to rescue victims from terrorist attacks by choosing the most suitable and available hospital for each victim based on the rescue priority. Amadini et al. (2013) proposed an algorithm and software tool to assign disaster victims to hospitals and schedule emergency vehicles for their transportation, but without addressing any of the ethical concerns.
Ozdamar (2011) described an efficient planning system for helicopter operations in the post-disaster medical care and evacuation of injured people.
Transporting gravely injured people to hospitals is one of the most crucial problems in the post-disaster period. This problem was raised by Shavarani and Vizvari (2018), who presented some models and discussed their mathematical properties.
However, they did not provide a general solution.

- Obtaining the shortest routes between the depots and casualties is the primary phase in calculating the routes for emergency vehicles, and among the casualties themselves, in a situation when the capacity of the vehicle is one or more. However, by evaluating 15 shortest path algorithms, Zhan and Noon (1998) confirmed that applying the shortest path algorithms can be time consuming in large networks, and a proper solution must be carefully chosen.

Chou et al. (1998) projected a hierarchical algorithm to reduce the period required to calculate the shortest route and to discover the distance among the nodes of a large grid.
These approaches have often been used in recent literature (Kula et al., 2012). However, these methods are not fast enough for an extensive grid or an emergency. Therefore, this paper uses the Manhattan-like distance $\left(l_{1}\right)$ as an alternative.

- The main modeling and algorithmic tool used in this paper is task scheduling on identical parallel machines. Scheduling is primarily used to determine the time or order of operations but can also be used to assign tasks to machines. In the case of parallel machines, one machine processes each task. If the machines are identical, then the processing time of each job is the same on each machine. The most famous problem in the area of identical parallel machines is makespan minimization (Pinedo, 1995), that is, the completion time of the last job. This problem is denoted by $P \| C_{\max }$ in the usual notation of scheduling theory. In this paper, the minimization of the sum of the unit penalties, which is denoted by $P \| \sum U_{j}$ in scheduling theory, is applied with the help of its relation to the $P \| C_{\text {max }}$ problem (Pinedo, 1995). A few papers have discussed the minimization of tardy jobs in identical parallel machines, beginning with Bedworth and Bailey (1987), who proposed a heuristic procedure to solve the problem.

Ho and Chang (1995) presented two heuristics with several variations to achieve the same objective. Süer et al. (1993) solved the problem by formulating an integer programming mathematical model and presenting three simple heuristics. They later evaluated their performance. Recently, Najat et al. (2019) discussed the same problem in the case of several maintenance periods needed during the scheduling process; they proposed a mathematical model and heuristic procedure to minimize the number of tardy jobs. All the previous research focuses on manufacturing systems, where reasonable time is available to find answers. To the best of our knowledge, no paper has discussed the problem when an immediate answer is required, as in the situation of a rescue operation, where finding a schedule for saving the maximum number of seriously injured people has to be fast, or people may die.
This paper applies the assumption that all ambulances have the same specifications and their capacities are limited to one, that is, only one seriously injured person can be taken on a route at a time.

## Materials and methods

Post-disaster transportation is a challenging problem, especially in large-scale disasters in metropolitan cities. Overpopulated cities like San Francisco, Istanbul and Tehran can have tens of thousands of disaster casualties. The rescue operations require the participation of many hospitals and the management of a large number of vehicles. Each ambulance vehicle must execute several missions. The post-disaster relief system has a dynamic nature because reports from different locations arrive at different times during the post-disaster period. Thus, postdisaster relief, particularly post-disaster transportation, is a complex management issue that requires quick and efficient solutions.
The method of finding the solution must have two main features. First, the complex problem must be decomposed into smaller subproblems; otherwise, the reaction of the relief system will be too slow and cause unnecessary death. Second, the dynamic nature of the problem implies that there is no single optimal solution as the situation changes continuously. Instead of looking for computationally expensive optimization,
a logical and adequate action plan must be selected and executed every time a decision is needed.

## Voronoi diagram

One way of simplifying the control problem is if the disaster area is divided among the hospitals. This can be done by considering several hospitals that can operate to save injured people after a disaster in an area and then applying a Voronoi diagram to identify which hospital is nearest to each injured person in a normal case.

Georgy Voronoi first defined Voronoi diagrams in 1908 as a two-dimensional representation of the relationship between a set of objects and the plane (Aurenhammer et al., 2013; Voronoi, 1908). They are now used in different fields of study, such as robot navigation (Thrun, 1998) and material physics (Sze and $\mathrm{Ng}, 2006$ ). In the field of robotics, Voronoi diagrams are used to create a protocol for avoiding detected obstacles. They are useful for modeling natural occurrences in zoology, anthropology, archaeology, forestry and ecology and studying the patterns of urban settlements (Drysdale, 1996). The geographical spread of dialects of human languages can also be described by Voronoi diagrams (Goebl, 2010). In this paper, we consider the hospitals in a city and use the Voronoi diagram to find the nearest hospital to each injured person.
A collection of regions that divide up the plane is called a Voronoi diagram of "sites." Each site has its own region, and all the points in the interior of one region are closer to the corresponding site than to any other site. Where there is not one closest point, there is a boundary. In Figure 1, points P1 and P2 are closer to site H 1 than to any other site. Moreover, point P3, which is on the boundary between the sites H3 and H5, is equidistant from both of those sites. The Voronoi diagram depends on the sites and the applied distance as well.

## Voronoi diagram in a dynamic environment

The Voronoi diagram serves only for the imaginary visualization of the decomposed structure of the hospitals. It is not necessary to construct the diagram graphically. Moreover,

Figure 1 Basic example of a Voronoi diagram in a plane

it can be changed during the disaster response time according to the changing conditions.
The notion of the Voronoi diagram may give the impression that the regions of the sites/hospitals are the most important information. This is not true in the application in question. The system demands the converse information, that is, the hospital to which the location where an injured person is found belongs. This can be determined by simply calculating the distances from the location to the working hospitals. The potential patients of each hospital are stored in a list on a computer at the ERC headquarters. If a hospital is reported to be full, its list is deleted, and the remaining patients are distributed to other working hospitals. The lists are created again if the hospital reports that further patients can be received. The calculation of the distances takes negligible time in an automated system. The redistribution method, which is necessary because of the dynamic nature of the system, is based on the properties of the ERC.

The necessary condition for the change of the regions of the Voronoi diagram is a working information system not affected by the disaster. It can be a system that is partially or completely separated from the systems of the general public, including the internet and mobile phones. The hospitals must be able to report the changes in their state if they are full and cannot accept more patients and they become ready to accept patients again. The ERC redistributes the patients based on the reports and shares the changes with the hospitals.

These activities can be formalized as follows:
Notations:
$h, q \quad=$ indices of hospitals;
ACTIVE $=$ the list of hospitals able to accept new patients;
dist $(i, q)=$ the distance between the patient $i$ and the hospital $q$;
$L_{q} \quad=$ the list of patients assigned to a hospital $q$;
$L_{q}-i=$ the deletion of a patient $i$ from the list; and
$L_{q}+i=$ adding a patient $i$ to the list.

```
The redistribution of the patients of hospital \(h\)
            ACTIVE: \(=\) ACTIVE \(-h\)
        for \(i \in L_{h}\) do
        begin
        \(q^{*}=\operatorname{argmin}\{\operatorname{dist}(i, q): q \in A C T I V E\}\)
            \(L_{q^{*}}:=L_{q^{*}}+i\)
        end
Reassignment of patients to hospital h if it can accept patients again
for \(q \in A C T I V E\) do
            begin
                for \(i \in L_{q}\) do
                if
                dist(i, q) >dist(i, h)
                then
                begin
                    \(L_{q}:=L_{q}-i\)
                        \(L_{h}:=L_{h}+i\)
                end
            end
            ACTIVE: = ACTIVE + h
```

The response part of the post-disaster period is a dynamic environment. The reports that arrive at the ERC headquarters continuously change depending on the situation. The following
four types of reports are important from the point of view of the problem in question:

- report on an injured person;
- report on the state of a road;
- report on the mission of an ambulance; and
- report on the capacity of a hospital.

If a hospital reports that it is temporarily full and cannot receive patients, it is not possible to transport people to that hospital. In the Voronoi diagram, that site is deleted from its region. This leads to changes in the other regions and raises the question of whether it is necessary to recalculate the Voronoi diagram from the beginning.

The sites in the diagram are the hospitals in the affected area. A Voronoi diagram is only an informative object in the predisaster period. It is not possible to know beforehand which hospitals will remain undamaged and retain their ability to function post-disaster. Thus, the disaster can change the set of sites in the diagram.

## Mathematical model for a single hospital in case of small vehicle capacity

This section shows that the transportation of injured people and a problem of scheduling theory are closely connected. This scheduling problem is $P \| \Sigma U_{j}$, which is a rarely investigated problem. There is no method that can solve the problem in a short time because the problem is NP-complete (see Appendix).

Assume that the capacity of each ambulance vehicle is one, that is, a vehicle can transport only one seriously injured person at a time. In that case, the vehicles behave like machines in a workshop whose job is to transport a person to a hospital. When one job is completed, the vehicle can immediately go to the next person, that is, it can start the process of the next job (in the language of scheduling theory). The vehicles are assumed to be identical. Each person is transported to the hospital only once, that is, each job is processed by only one machine. In scheduling theory, this situation is called the case of identical parallel machines.

It is also assumed that each person has a deadline. If a person reaches the hospital before the deadline, that person is saved. If the person arrives after the deadline, then that person dies. The declared moral principle is to save as many lives as possible. It is equivalent to minimizing the number of people reaching hospitals after their deadlines. In the language of scheduling theory, this means that every job has a due date. If a job is completed after its due date, then the job is tardy. The objective is to minimize the number of tardy jobs or, equivalently, to minimize the sum of unit penalties in scheduling theory, where the unit penalty is 1 if the job is tardy and 0 if the job is completed on time.
Thus, minimizing the sum of unit penalties on identical parallel machines is the proper mathematical model of the problem. It is denoted by $P \| \Sigma U_{j}$ in scheduling theory, where $P$ stands for identical parallel machines and $U_{j}$ is the unit penalty of job $j$.

More precisely, $P \| \Sigma U_{j}$ is the model of the problem for the static case. The static case means that all the necessary information is available at the beginning, including all jobs, that is, all injured people with their location, transportation times and deadlines. We present the integer linear programming (ILP) model with the notations described below.
$y_{j}=1$ if the patient $j$ is saved, 0 otherwise;
$x_{i j k}=1$ if the patient $j$ is the $k$ th patient of vehicle $i, 0$ otherwise;
$p_{j}=$ the time needed to take patient $j$ to the hospital;
$d_{j}=$ the deadline of patient $j$;
$M=$ a large positive number;
$n$ = the number of patients;
$v=$ the number of vehicles;
$k=$ the position number, where the maximum $k=n+1-v$;
$i=$ index for vehicles, $i=1,2, \ldots$, $v$; and
$j=$ index for patients, $j=1,2, \ldots, n$.
The objective is to maximize the number of saved people in the model, as shown in equation (1).

$$
\begin{equation*}
\operatorname{Max} \sum_{j} y_{j} \tag{1}
\end{equation*}
$$

The constraint of equation (2) ensures that each patient must be assigned to exactly one position.

$$
\begin{equation*}
\sum_{i} \sum_{k} x_{i j k}=1, \forall j \tag{2}
\end{equation*}
$$

Equation (3) guarantees that no more than one patient can be transported in each vehicle trip.

$$
\begin{equation*}
\sum_{j} x_{i j k} \leq 1, \forall i, k \tag{3}
\end{equation*}
$$

Finally, the transportation time required to reach the hospital cannot exceed the deadline of the selected patient, which is ensured by equation (4), where $M$ is a large number. Specifically, when $x_{i j k}=0$, the dominant $M$ ensures that the right-hand side is greater than the left-hand side.

When $x_{i j k}=y_{j}=1$, patient $j$ arrives at the hospital on time in vehicle $i$.

$$
\begin{gather*}
\sum_{u}^{k-1} \sum_{w \neq j} p_{z w} x_{i w u}+p_{j} x_{i j k} \leq d_{j}+M\left(1-x_{i j k}\right) \\
+M\left(1-y_{j}\right), \forall i, j, k \tag{4}
\end{gather*}
$$

The problem $P \| \Sigma U_{j}$ is applied in the more or less chaotic postdisaster period in a dynamic environment, as mentioned during the discussion of the Voronoi diagram. Reports on injured people arrive at different times, and every new report changes the problem. This feature is discussed in the Problem in a dynamic environment section.

## Mathematical analysis of the problem $\boldsymbol{P} \| \Sigma \boldsymbol{U}_{\boldsymbol{j}}$

The algorithmic difficulties of the solution of combinatorial problems are discussed using complexity theory. The problem $P \| \Sigma U j$ is NP-complete according to the classification of complexity theory (see Appendix). It means that even smallsized problems take a long time to be solved. However, this assertion is not immediately clear as the somewhat simpler problem, $1 \| \Sigma U_{j}$, which is also a polynomial, is significantly easier to solve. In general, if a problem is NP-complete, then the existence of a fast algorithm that can solve all instances of
the problem class is unlikely. However, this existence is undecided in mathematics for the time being.
The $1 \| \Sigma U_{j}$ problem is closely related to $P \| \Sigma U_{j}$. The only difference is the number of machines. The former has a single machine, and the latter has more than one machine. The solution method of $1 \| \Sigma U_{j}$ is called either Moore's algorithm, Hodgson's algorithm or the Moore-Hodgson algorithm (Moore, 1968). There is no original publication by Hodgson. However, Moore's paper contains the contribution of Hodgson as well (Hodgson, 2018).

A short description of the $1 \| \Sigma U_{j}$ problem is as follows: The number of jobs is $n$. Every job $j$ has a processing time ( $p_{j}$ ) and a due date $\left(d_{j}\right)$. All jobs are available for processing at time 0 . The machine can process one job at a time. There is no setup or other technical break between two consecutive processes. The objective is to minimize the number of tardy jobs.

## Moore-Hodgson algorithm

The algorithm decides on the schedule of jobs one by one in the earliest due date (EDD) order. The due dates are monotone increasing in this order. If it is not possible to finish a job on time, then a job, either the same one or another one scheduled earlier, becomes tardy. The non-tardy jobs are scheduled after each other in the EDD order. The tardy jobs are scheduled after the non-tardy ones.

Notations. $t_{k}$ is the total processing time of the jobs on time at the end of the $k$ th iteration $\left(t_{0}=0\right)$. The sets of scheduled and tardy jobs are denoted by $S$ and $T$, respectively. In the beginning, $S=T=\varnothing$.

Step 1. Determine the EDD order of the jobs. (It is assumed without loss of generality that this order is the index order of the jobs.) $t_{0}:=0$

```
Step 2. For \(k\) : \(=1\) to \(n\) :
begin
        if \(t_{k-1}+p_{k} \leq d_{k}\)
        then
        begin
                \(S:=S \cup\{k\}\)
                \(t_{k}:=t_{k-1}+p_{k}\)
        end
        else
        begin
            \(i:=\operatorname{argmax}\left\{p_{j}: j \in S \cup\{k\}\right\}\)
            \(S:=(S \cup\{k\}) \backslash\{i\}\)
            \(t_{k}:=t_{k-1}+p_{k}-p_{i}\)
            \(T:=T \cup\{i\}\)
        end
    end
```

The key observation is that if the inequality $t_{k-1}+p_{k}>d_{k}$ is satisfied, then there must be a tardy job in the set $S \cup\{k\}$. It is possible to generalize the structure of the algorithm to the $P \| \Sigma U_{j}$ problem.

In the theory of algorithms, the word "oracle" means a procedure that gives the correct answer for a decision (YES/ NO) problem. The complexity of an oracle-using algorithm is measured many times in the number of uses of the oracle. This time, it helps to explore the structure of the optimal solution. Let $X$ be a subset of jobs. The oracle answers the following question:

## Is it possible to complete all the jobs of $X$ on time?

If the answer is YES, then such a schedule exists. If the answer is NO, then there is at least one tardy job in any schedule of the jobs of $X$. The notation $\operatorname{oracle}(X)$ is used for the answer in the description of the algorithm. Thus, oracle $(X)$ is a Booleanvalued function, that is, its value is either YES or NO. Note that the underlying problem in equation (5) is a subproblem of the complete problem. Thus, it belongs to the same problem class.
The running time of the oracle can be as long as it takes to solve an instance of the NP-complete problem. The concept of this oracle is still algorithmically useful, as discussed in the section Fast heuristics using a partial oracle.

The oracle algorithm has the same basic steps as the MooreHodgson algorithm. It selects the jobs to be scheduled on time in the EDD order. If a tardy job must exist, the algorithm selects the job having the longest processing time (LPT) among the on-time candidates and changes its state from on-time to tardy.

## Structural algorithm of $\boldsymbol{P} \| \Sigma \boldsymbol{U}_{\boldsymbol{j}}$

Step 1. Determine the EDD order of the jobs. (It is assumed without loss of generality that this order is the index order of the jobs.) Set $S=T=\varnothing$.

```
Step 2. For \(k\) : \(=1\) to \(n\) :
begin
    if oracle(S)
    then \(S:=S \cup\{k\}\)
    else
    begin
        \(i:=\operatorname{argmax}\left\{p_{j}: j \epsilon S \cup\{k\}\right\}\)
        \(S:=(S \cup\{k\}) \backslash\{i\}\)
        \(T:=T \cup\{i\}\)
    end
    end
```

Theorem 1 shows that the structural algorithm provides an optimal solution.

Theorem 1. The set $S$ provided by the structural algorithm is a set of on-time schedulable jobs of maximal cardinality.
Proof. Induction is used to prove that the set $S$ has the following two properties in every iteration $k$ :
$1 S$ is a maximal cardinality subset of the first $k$ jobs such that all jobs of $S$ can be scheduled on time.
2 Among the subsets of the first $k$ jobs satisfying property (1), $S$ has the minimal total processing time.

The statement is true for $k=1$. If the first job can be completed without tardiness, then the only maximal cardinality subset is $S=$ $\{1\}$; otherwise, $S$ remains an empty set. In a general iteration $k$, there are three cases. If job $k$ can be added to set $S$ without deleting any other job, then the number of on-time jobs is increased by 1. Assume that a set of jobs denoted by $U$ satisfies properties (1) and (2) in iteration $k$. $U$ must contain job $k$; otherwise, it contains a smaller number of jobs than $S$. Hence, it follows from the inductive assumption that $S$ also satisfies property (2). If job $k$ cannot be added to set $S$ without the deletion of another job and has the maximal processing time, that is, set $S$ is unchanged in iteration $k$, then (1) and (2) are satisfied.
The last case is when job $j$ is changed for job $k$ with $j<k$ and $p_{j}>p_{k}$. Property (1) is satisfied if it is shown that it is not possible to add both job $k$ and another job $l \in T$ to $S$. If $j<l<k$,
then $p_{l}>p_{j}$ as a job $j$ was present in $S$ at the deletion of job $l$. Thus, the repositioning of job $l$ back to $S$ increases the loads of the machines. If $l<j$, then the repositioning of job $l$ back to $S$ creates infeasibility among the jobs contained in $S$ at the end of the iteration when job $l$ was moved to $T$. Thus, another job must be deleted, that is, the cardinality of $S$ is not increased. It follows from the selection of job $j$ that $S$ has the minimal possible total processing time among the sets of jobs that satisfy property (2).

Relationship between the problems $P \| \Sigma U_{j}$ and $P \| C_{\text {max }}$ In the problem $P \| C_{\text {max }}$, the makespan, that is, the greatest completion time, is to be minimized. If it is greater than the maximal due date in the problem $P \| \Sigma U_{j}$, that is, $d_{n}=\max$ $\{d j: 1 \leq j \leq n\}$, then at least one tardy job must exist in $P \| \Sigma U_{j}$. Let $Q$ be an optimization problem. The optimal value of $Q$ is denoted by $\nu(Q)$. More formally, the statement is:

$$
\begin{equation*}
\nu\left(P \| C_{\text {max }}\right)>d_{n} \operatorname{implies} \nu\left(P \| \Sigma U_{j}\right) \geq 1 \tag{6}
\end{equation*}
$$

It is not necessary to solve the $P \| C_{\text {max }}$ problem with a complicated and long algorithm to obtain a conclusion similar to equation (6). The theory of the $P \| C_{\text {max }}$ problem is rich, and there are easy tools to get such a conclusion. The first thing to be mentioned is that there is a well-known lower bound of $\nu\left(P \| C_{\text {max }}\right)$. Let $m$ be the number of machines. The lower bound is:

$$
\begin{equation*}
L B=\max \left\{\frac{\sum_{j=1}^{n} p_{j}}{m}, \max \left\{p_{j}: 1 \leq j \leq n\right\}\right\} \tag{7}
\end{equation*}
$$

The first term in equation (7) is the average load of the machines, and the second term is the longest processing time, where $m$ stands for the number of machines, which is vehicles in this paper, and $p_{j}$ is the processing time of the job $j$, which is patient $j$ in this paper. Both are individual lower bounds. There is an upper bound of $\nu\left(P \| C_{\text {max }}\right)$, which is:

$$
\begin{equation*}
U B=\max \left\{\frac{2 *\left(\sum_{j=1}^{n} p_{j}\right)}{m}, \max \left\{p_{j}: 1 \leq j \leq n\right\}\right\} \tag{8}
\end{equation*}
$$

The first term in equation (8) is double the average load of the machines.

A large part of the literature on $P \| C_{\text {max }}$ started with the celebrated paper by Graham (1969). This paper analyzed a heuristic method of $P \| C_{\max }$ called the LPT list scheduling. The method assigns the jobs to machines in the decreasing order of processing times. Each job is assigned to the temporarily least loaded machine (Graham, 1969). Graham (1969) proved an implicit lemma in the proof of his main theorem.

Lemma 1. If the LPT list scheduling assigns to each machine two jobs at most, then the solution provided is optimal (Graham, 1969).

Lemma 1 implies that the solution to the problem can be obtained easily if the number of jobs is low relative to the number of machines.

The LPT list scheduling and any other heuristic methods can be used in the opposite direction as well. If all jobs are on time
in the solution provided by a heuristic method, then the answer of $\operatorname{oracle}(S)$ is YES. The LPT list scheduling method has some improvements in the performance rate (Dósa and Vizvári, 2004). The optimal positions of the next $k$ jobs are determined in each iteration of this method. However, only the first of the next $k$ is assigned to its optimal position. If $k$ is fixed, then the complexity of the iterations is $O(1)$.
The performance of a heuristic method for a positive minimization problem can be characterized by the so-called performance ratio. This is the largest possible value of the ratio between the value of a solution provided by the heuristic method and the optimal value of the same problem instance. For example, let $C$ (LPT) be the makespan by the LPT list scheduling. Then:

$$
\begin{equation*}
\sup _{P}: \frac{C(L P T)}{\nu\left(P \| C_{\max }\right)} \tag{9}
\end{equation*}
$$

is the performance ratio of the LPT list scheduling.

## Fast heuristics using a partial oracle

As the oracle must solve an NP-complete problem, it is not reasonable to assume that a perfect oracle can be applied in real practice. Therefore, a weaker notion is introduced, which can be a procedure of a computer program. A partial-oracle $(X)$ is a partially defined Boolean-valued function, that is, its value is either YES or NO or UNDEFINED.

The partial oracle contains procedures for proving and disproving feasibility. The construction of a feasible solution is tried by implementing heuristic methods. If a method is successful, then the feasibility is proven. On the other hand, if a lower bound on the makespan is greater than the last due date, a tardy job must exist, that is, the problem is infeasible. It is possible, of course, that none of these methods determines the solution. In that case, the answer of partial-oracle $(X)$ is UNDEFINED, which means "I don't know."

The important question is which algorithmic elements are worth including in the partial oracle. Constructive heuristics should be able to find a feasible solution if one exists. In general, each heuristic method has a "philosophy" about how it is possible to obtain a good solution. Each "philosophy" works for certain types of problem instances. Thus, it is worth having different heuristic methods in the partial oracle. For example, LPT list scheduling and multi-fit heuristics of $P \| C_{\text {max }}$ have different approaches. There can be a third heuristic method superior to these two methods. However, it is difficult to find problem instances such that the performance ratio of the third one is high (Vizvári and Demir, 1992).

## Algorithmic tools for proving the feasibility

The applied heuristic methods have three parts. First, to form an ordered list of patients, an ordering rule is required. The patients are assigned to vehicles in this order. Second, to select an appropriate vehicle for the patient, applying the vehicle selection rule is required. Third, if the selected patient is not saved, then a patient rejection rule is implemented to reject a patient from the scheduled and selected patients, no matter which vehicle the patient is assigned to, and to place the patient in the set of removed patients. That patient is always the one with the longest travel time.

The first and second heuristic approaches are called earliest due-date best fit (EDDBF) and earliest due date worst fit (EDDWF), respectively, BF for the best fit and WF for the worst fit. The EDD dispatching rule is used in both EDDBF and EDDWF. EDDBF assigns the current patient to the least loaded vehicle. EDDWF assigns the patient to the vehicle that can still deliver the patient on time and has the maximum load among such vehicles. The third heuristic method is the LPT list scheduling, which is LPTBF.

If none of the constructive heuristics gives a feasible solution and the disproving tools do not work, then an attempt can be made to improve the solution. This means the exchange of jobs between two machines (M1 and M2). This is shown by an example in Table 1.

Let $C_{j}$ be the completion time of job $j$. The earliness of job $j$ denoted by $E_{j}$ is $E_{j}=d_{j}-C_{j}$. If $E_{j} \geq 0$, then the job is on time. If $E_{j}<0$, then the job is tardy. Assume that the EDDBF algorithm executes five iterations, that is, $k=5$ in the structural algorithm. The current schedule is shown in Table 2.

In the above example, it can be seen that job 5 is tardy. However, job 2 and job 5 can be interchanged such that job 2 becomes the second job of M1 and job 5 moves to the end of the M2 row. This is possible because job 2 does not become tardy in this position and the job which will be processed after job 2 on M1 has an earliness greater than the processing time of job 2 . The new solution is shown in Table 3.
Assume that the schedule of M1 and M2 starts at time 0. The sequence of the jobs on M 1 is $i_{1}, i_{2}, \ldots, i_{k}, \ldots, i_{p}$. Similarly, the jobs on M2 are $j_{1}, j_{2}, \ldots, j_{1}, \ldots, j_{q}$. The completion times of the jobs are as follows:

$$
\begin{equation*}
C_{i_{k}}=\sum_{t=1}^{k} C_{i_{i}} k=1, \ldots, p, C_{j_{l}}=\sum_{u=1}^{l} C_{j_{u}} l=1, \ldots, q . \tag{10}
\end{equation*}
$$

The earliness of the jobs are:

Table 1 Data of the example

|  |  | Job |  |  |  |  |  |
| :--- | :--- | :--- | :--- | ---: | ---: | ---: | :---: |
|  | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ |  |
| $p_{\boldsymbol{j}}$ | 3 | 2 | 5 | 4 | 6 | 5 |  |
| $d_{j}$ | 6 | 8 | 9 | 10 | 11 | 12 |  |

Table 2 Result of the EDDBF algorithm

| M1 | Job | 1 | 4 | 5 | M2 | Job | 2 | 3 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $p_{j}$ | 3 | 4 | 6 |  | $p_{j}$ | 2 | 5 |
|  | $C_{j}$ | 3 | 7 | 13 |  | $C_{j}$ | 2 | 7 |
|  | $E_{j}$ | 3 | 3 | -3 |  | $E_{j}$ | 6 | 2 |

Table 3 Improved schedule after the interchange

| M1 | Job | 1 | 2 | 4 | M2 | Job | 3 | 5 |
| ---: | ---: | ---: | ---: | :--- | :--- | :--- | :--- | ---: |
|  | $p_{\boldsymbol{j}}$ | 3 | 2 | 4 |  | $p_{j}$ | 5 | 6 |
|  | $C_{j}$ | 3 | 5 | 9 |  | $C_{j}$ | 5 | 11 |
|  | $E_{j}$ | 3 | 3 | 1 |  | $E_{j}$ | 4 | 0 |
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$$
\begin{equation*}
E_{i_{k}}=\max \left\{d_{i_{k}}-C_{i_{k}}, 0\right\} k=1, \ldots, p \tag{11}
\end{equation*}
$$

Assume that the current job is $j_{q}$, which is tardy, that is, $C_{j_{q}}>d_{j_{q}}$. To make the current job on time, a job of M2, say job $j_{l}$, is to be exchanged with a job of M 1 , say job $i_{k}$, where $p_{j l}>p_{i k}$. This change makes sense only if no new tardy job is created on M1. The condition for that is that the earliness of the jobs on M1 behind job $i_{k}$ is not less than the processing time surplus of job $j_{l}$, that is,

$$
\begin{equation*}
p_{j_{l}}-p_{i_{k}} \leq E_{i_{t}} t=k+1, \ldots, p \tag{12}
\end{equation*}
$$

The change is successful if:

$$
\begin{equation*}
\sum_{u=1}^{q} p_{j_{u}}+p_{i_{k}}-p_{j_{l}} \leq d_{j_{q}} \tag{13}
\end{equation*}
$$

## Algorithmic tools for disproving feasibility

The simplest potential way of disproving feasibility is coded by equations (6) and (7). If the inequality:

$$
\begin{equation*}
\max \left\{\frac{\sum_{j=1}^{k} p_{j}}{m}, \max \left\{p_{j}: 1 \leq j \leq k\right\}\right\}>d_{k} \tag{14}
\end{equation*}
$$

holds, there is no feasible solution to the subproblem of iteration $k$.

Shavarani and Vizvari (2018) gave an upper bound on the total working time of the machines. Assume that the index order is the EDD order and all jobs are completed on time. Then, the total working time of the machines is the last $m$ due dates at most (Shavarani and Vizvari, 2018). This implies the following inequality:

$$
\begin{equation*}
\sum_{j=1}^{n} p_{j} \leq \sum_{j=n-m+1}^{n} d_{j} \tag{15}
\end{equation*}
$$

is a necessary condition of the feasibility, that is, the total processing time cannot exceed the last $m$ due dates for each iteration. The opposite inequality disproves the feasibility.

Lemma 2. Assume that the index order is identical to the EDD order. Let $\pi(k, j), j=1, \ldots, k$ be the SPT order of the first $k$ job, that is:

$$
\begin{equation*}
\{1,2, \ldots, k\}=\{\pi(k, 1), \pi(k, 2), \ldots, \pi(k, k)\} \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{\pi(k, 1)} \leq p_{\pi(k, 2)} \leq \cdots \leq p_{\pi(k, k)} \tag{17}
\end{equation*}
$$

If $1 \leq t \leq k$ is an integer such that:

$$
\begin{equation*}
\sum_{j=1}^{t} p_{\pi(k, j)} \leq \sum_{j=k-m+1}^{k} d_{j}<\sum_{j=1}^{t+1} p_{\pi(k, j)} \tag{18}
\end{equation*}
$$

then at least $k-t$ jobs are late.
Heuristic methods also give lower bounds on the makespan if the performance ratio is known. The main theorem of Graham (1969) is an exact upper bound on the performance ratio.

Theorem 2. Let $Q$ be an instance of the problem class $P \| C_{\text {max }}$. In the case of $m$ machines, its optimal value and the value
obtained by the LPT list scheduling are $\nu(Q)$ and $L P T(Q)$, respectively (Graham, 1969). Then,

$$
\begin{equation*}
\frac{L P T(Q)}{\nu(Q)} \leq \frac{4}{3}-\frac{1}{3 m} \tag{19}
\end{equation*}
$$

The theorem implies that for a problem instance $Q$,

$$
\begin{equation*}
\nu(Q) \geq \frac{3 m L P T(Q)}{4 m-1} \tag{20}
\end{equation*}
$$

Graham (1969) gave an example where the performance ratio is exactly the upper bound. Dósa (2004) proved that Graham's example is the only one having this performance ratio. He gave some performance ratios for $m=2,3$ that were better than Graham's general performance ratio for the improved version of the LPT list scheduling (Dósa, 2004).

## Problem in a dynamic environment

In the post-disaster period, reports on injured persons are received continuously. Therefore, it would be difficult to solve the exact optimization problem in the case of the dynamic environment because the information needed to set up the model is changing continuously. The exact solution needs a long CPU time, which is not acceptable, as fast decisions must be made on the assignment of patients to the next mission. Thus, the heuristic method is repeated after receiving a new report on an injured person in the case of a real disaster.

## Case study

As a case study, Tehran city, the capital of Iran, is considered. Tehran is in the middle of a triangle of three geographical faults, and each fault can generate an earthquake (Figure 2). Thus, the city is under constant threat of an earthquake. The map and hospitals of the city are acquired from ArcGIS software (ESRI, 2017). For this study, we assume that there are two ambulances at each hospital in the city and consider the average speed of 60 $\mathrm{km} / \mathrm{h}$ for the ambulances. We assume that 115 hospitals operate in the post-disaster period. We generate the deadlines and locations of the seriously injured patients randomly; there are 100 seriously injured patients in each region of the city. The minimum, maximum, mean and standard deviation of the deadlines are $30,300,166.7$ and 83.3 min , respectively.

Because of the high runtime required and the complexity of calculating the distance between patients and hospitals, the distance between every hospital and any patient in its region is determined using the Manhattan-like distance $\left(l_{1}\right)$. The situation is shown in Figure 3, where the city is divided into regions by using ArcGIS to implement a Voronoi diagram between the hospitals of the city on the map. The divided regions have different features, as shown in Figure 3. The area of some of the regions is big, whereas others are smaller. When the area covered is huge, the problem becomes more complicated in the sense of the number of ambulances in the corresponding hospital. For instance, there are many hospitals in the center of the city, which implies that the area covered by each hospital in the region is small. Thus, a lot of people can be saved even with two ambulances.

Figure 2 Hospitals in Tehran city


Figure 3 Voronoi diagram of hospitals and the three studied regions in Tehran city


## Results and discussion

In this section, we report the results of the ILP model obtained by CPLEX 12.8. The proposed heuristics are implemented in $\mathrm{C}++$ programming language and tested in Windows 10 with Intel ${ }^{\circledR}$ Core $^{\text {TM }}$ i5-5200U CPU @ 2.20 GHz with a memory of 6 GB and their solutions are summarized. Ten different scenarios are taken for each size and compared with the EDDBF, EDDWF and LPT heuristics. The results of those scenarios are reported in Table 4. In this table, we indicate the number of patients saved and the computational time (in s) of CPLEX12.8 to find the optimal solution to the ILP problems (1)-(4). Also, let $n$ be the number of patients considered in the simulations. The optimal solutions are performed for two vehicles and ten different scenarios for each $n$.
As shown in Table 4, the computational time increases as $n$ increases because of the high complexity of the problem. To find an optimal solution of size 10 , the CPU time required is approximately 50 min . Thus, problems of size $n=10$ or larger

Table 4 Average solutions for ten different problem instances in case of a small size problem

| Problem size ( $\boldsymbol{n}$ ) | EDDBF | EDDWF | LPT | Opt. CPLEX | Time ( $\mathbf{s}$ ) |
| :--- | :---: | :---: | :---: | :---: | ---: |
| 5 | 3 | 3 | 2 | 4 | 0.06 |
| 6 | 4 | 4 | 2 | 4 | 0.10 |
| 7 | 4 | 4 | 2 | 4 | 0.32 |
| 8 | 4 | 4 | 2 | 5 | 2.42 |
| 9 | 5 | 5 | 2 | 5 | 69.30 |
| 10 | 5 | 5 | 2 | 5 | $3,078.03$ |

cannot be solved precisely in the case of a disaster because of the exponential increase in CPU time (see Figure 4). This phenomenon is well-known in general and is called a combinatorial explosion. The EDDBF and EDDWF heuristics give optimal solutions in most of the instances in each size. However, in a few other instances, the solutions obtained are

Figure 4 CPU times needed to obtain the optimal solution as the function of the number of patients

near-optimal only. The results are significantly less than optimal in all instances solved by the LPT heuristic. The use of fast heuristic methods is justified by the fact that an emergency environment requires immediate answers.
The average percentage and time of the expected saved patients in three different regions of Tehran city are summarized in Table 5. These regions, called 1, 2 and 3, respectively, are shown in Figure 3 from left to right. The number of persons, $n=100$, is fixed, with ten random location distributions in each selected region. Their upper bounds are calculated, and on average, 64, 100 and 58 persons are found in regions 1,2 and 3 , respectively. Thus, it is not possible to save all the patients in regions 1 and 3. This shows that LPT has the smallest mean percentage of expected saved patients of $72.4 \%$, $77.8 \%$ and $75.1 \%$ in regions 1,2 and 3, respectively. EDDBF is very closely followed by EDDWF, with the means of expected saved patients being $91.5 \%$ and $88.7 \%$ in regions 1 and 3, respectively. The results of the simulation also reveal other facts. First, EDDBF performs better than EDDWF in $100 \%$ of the test problems in region 1, performs equally well in region 2 , but performs better than (worse than) EDDWF in $20 \%$ of the test problems in region 3, and is equally good in $60 \%$ of the test problems. Second, EDDWF and EDDBF perform better than LPT in all the test problems.
Table 6 shows the percentage of maximum, minimum and average definite answers (YES + NO) in all problem instances using the tools of a partial oracle. When the three heuristics, EDDBF, EDDWF and LPT, and the lower bounds and upper bounds tools are used in the partial oracle, the maximum definite answer in regions 2 and 3 is $100 \%$. However, this percentage exists in EDDBF and EDDWF in all problem instances of region 2, whereas it is found only once in region 3 in EDDWF. It is interesting to note that region 2 has the

Table 6 Percentage of the definite answers of partial oracle

| Regions | Maximum | Minimum | Average |
| :--- | :---: | :---: | :---: |
| $\mathbf{1}$ | 98 | 46 | 74.73 |
| $\mathbf{2}$ | 100 | 51 | 86.10 |
| $\mathbf{3}$ | 100 | 43 | 66.87 |

maximum number of definite answers compared to the other regions because of the small area of that region.

## Conclusions

After a disaster, a substantial number of injured people must be transported to hospitals, and the time between the injury and the arrival at the hospital plays a significant role in the outcome of the rescue procedures. This study provides the tools for saving the maximum possible number of people. It further provides previously unreported scheduling and obligation algorithms for disaster managers.
The problem of the transportation of injured people to hospitals in large cities like San Francisco and Tehran is largescale, complex and dynamic. Furthermore, it demands many big real-time decisions. Thus, the transportation problem must be decomposed, and fast algorithms giving results of good quality must be elaborated to ensure better post-disaster recovery.
The suggested new method is a synthesis of mathematical modeling, scheduling theory, heuristic methods and the Voronoi diagram of geometry. The results of the paper are as follows:

- The Voronoi diagram can be effectively used for decomposing the complex problem.

Table 5 Average percentage and time of the expected saved patients

|  | Region 1 <br> Expected saved <br> patients (\%) | Completion <br> time $(\mathbf{m i n})$ | Region 2 <br> Expected saved <br> patients $(\%)$ | Completion <br> time $(\mathbf{m i n})$ | Region 3 <br> Expected saved <br> patients (\%) | Completion <br> time ( $\mathbf{m i n}$ ) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Heuristic | 91.5 | 320.86 | 100 | 253.19 | 88.7 | 313.99 |
| EDDBF | 89.3 | 333.34 | 100 | 311.79 | 87.8 | 328.99 |
| EDDWF | 72.4 | 268.34 | 77.8 | 194.38 | 75.1 | 274.47 |
| LPT |  |  |  |  |  |  |

- The mathematical model of the transportation of casualties to one hospital is the $P \| \sum U_{j}$ problem of scheduling theory. It is a known but very rarely investigated problem. This study provides a new mathematical theorem to describe the structure of an algorithm that provides the optimal solution.
- The study introduces the notion of the partial oracle, an algorithmic tool. It aids in the development of heuristic methods that provide approximations to the precise algorithmic method in (2).
- The realization of the partial oracle with constructive algorithmic elements and elements proves the nonexistence of any solution.
- Lemma 2 belongs to the second kind of elements and is a new mathematical result.
- The paper presents the findings from the example of three hospitals in the metropolitan city of Tehran and examines the heuristics.

It finds that the heuristics based on the EDD order always give better results than the LPT-based method. The results are close to the best possible results that can be achieved. However, obtaining the optimal solution requires a very long CPU time because the problem $P \| \sum U_{j}$ is NP-complete, as proven in the Appendix.
The main aim of this study was to create an insight into the assignment of medical staff to different operating rooms in different hospitals to make these units more successful in postdisaster periods. Some relaxations have been assumed in this study. More detailed models can be created as an outcome of this study in the future. Further research should investigate and address the social circumstances and ethical issues related to the post-disaster period in general and the transportation problem in particular. Moreover, the dynamic environment of the postdisaster period needs further investigation and analysis.
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## Appendix

Theorem. The complexity of the problem $P \| \Sigma U_{j}$ is at least NP-complete.
Proof. Assume that the number of machines is 2 , the sum of the processing times is $2 d$, where $d$ is a positive integer, and all due dates are also $d$. Then, the problem is reduced to finding a subset of the jobs, such that the sum of the processing times of the jobs in the subset is exactly $d$. This problem is a partition problem, which is one of the most well-known NP-complete problems. If a subproblem is NP-complete, then the problem class is at least NP-complete.
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