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Abstract

Purpose – Conversational agents (chatbots, avatars and robots) are increasingly substituting human
employees in service encounters. Their presence offers many potential benefits, but customers are reluctant to
engage with them. A possible explanation is that conversational agents do not make optimal use of
communicative behaviors that enhance relational outcomes. The purpose of this paper is to identify which
human-like communicative behaviors used by conversational agents have positive effects on relational
outcomes and which additional behaviors could be investigated in future research.
Design/methodology/approach – This paper presents a systematic review of 61 articles that investigated
the effects of communicative behaviors used by conversational agents on relational outcomes. A taxonomy is
created of all behaviors investigated in these studies, and a research agenda is constructed on the basis of an
analysis of their effects and a comparison with the literature on human-to-human service encounters.
Findings – The communicative behaviors can be classified along two dimensions: modality (verbal,
nonverbal, appearance) and footing (similarity, responsiveness). Regarding the research agenda, it is
noteworthy that some categories of behaviors show mixed results and some behaviors that are effective in
human-to-human interactions have not yet been investigated in conversational agents.
Practical implications – By identifying potentially effective communicative behaviors in conversational
agents, this study assists managers in optimizing encounters between conversational agents and customers.
Originality/value – This is the first study that develops a taxonomy of communicative behaviors in
conversational agents and uses it to identify avenues for future research.

Keywords Conversational agents, Communicative behaviors, Relational outcomes, Chatbot, Avatar, Robot

Paper type Literature review

Introduction
The current service industry is gradually evolving to become technology-driven rather than
human-driven. Due to developments in artificial intelligence (AI) and information and
communication technology (ICT), technology is integrated into service encounters in many
forms and shapes (Larivi�ere et al., 2017; De Keyser et al., 2019; Wirtz et al., 2018). Consider, for
example, self-service technologies such as self-checkout counters or mobile apps. Since these
technologies encourage customers to produce service outcomes independent of a human
service employee (Meuter et al., 2005), they promise to bring benefits to both customers and
service providers (Rust and Huang, 2014). But while developers are starting to overcome
technological barriers, psychological barriers on the customer side become apparent
(�Akesson et al., 2014; Lian, 2018). Customers need time to get acquaintedwith these new forms
of services, which are often experienced as impersonal and lacking human touch (Dabholkar
et al., 2003; Makarem et al., 2009).
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To overcome these obstacles, conversational agents are increasingly deployed into service
encounters (Bolton et al., 2018; DeKeyser et al., 2019). Conversational agents are “systems that
mimic human conversation” using communication channels such as speech, text but also
facial expressions and gestures (Laranjo et al., 2018, p. 1,248; Radziwill and Benton, 2017).
Conversational agents roughly consist of three categories: chatbots without embodiment,
virtually embodied avatars and physically embodied robots. The deployment of
conversational agents in service encounters is growing exponentially in sectors such as
hospitality, banking, entertainment and health care and also shows a gradual increase in
other industries (Botanalytics, 2018; Lester et al., 2004). Examples include chatbots in schools
teaching languages (Fryer and Carpenter, 2006), avatars recommending products in
e-commerce (Qiu and Benbasat, 2010) and robots assisting elderly in health care (�Cai�c et al.,
2018). Despite their technological progress and potential added value for social presence in
automated service encounters, in reality, conversational agents hardly seem to foster
relationships (Marinova et al., 2017). This lack of success may be due to the fact that
conversational agents do not yet make optimal use of communicative behaviors that humans
use to enhance relational outcomes. Indeed, several authors have suggested that to be utilized
to their full potential, conversational agents should communicate more like humans (Fink,
2012; Wang et al., 2007).

In recent years, many researchers have investigated how relational outcomes are affected
by the implementation of human-like communicative behaviors (e.g. the use of body
movements, humor or communication style) in conversational agents (Groom et al., 2009;
Keeling et al., 2010; Niculescu and Banchs, 2019). However, this research is scattered across
disciplines (e.g., AI, psychology, marketing, computer science and communication science),
and a clear overview of investigated behaviors and their effects is currently missing (Cowell
and Stanney, 2005; vanDoorn et al., 2017). This is problematic, both for servicemanagerswho
would like to optimize interactions between conversational agents and customers and for
academics who would like to do research in this area and identify promising avenues for
future investigations.

Therefore, the current study will first create an overview of human-like communicative
behaviors that have already been investigated in conversational agents and their effects.
Secondly, a research agenda is constructed that points to potentially effective communicative
behaviors that have not yet been explored, as well as remarkable findings in earlier studies
that require further investigation. To this end, we first conduct a systematic literature review
across different disciplines to identify which communicative behaviors have already been
investigated in conversational agents with the goal of enhancing relational outcomes.
Subsequently, we create a taxonomy of these behaviors using open and axial coding, so that
in the next step, we can analyze which categories of behaviors have been investigated most
frequently and how the effects on relational outcomes differ per category. For categories that
are relatively underresearched, we search the literature on human-to-human (H2H) service
encounters for potentially effective communicative behaviors that have thus far been
overlooked in the human-to-machine (H2M) literature. By following these steps, we aim to
provide insight into which communicative behaviors used by conversational agents have
positive effects on relational outcomes (Brandtzaeg and Følstad, 2017) and which additional
behaviors or variables could be investigated in future research (Cassell, 2000).

Conceptual background
In this section, we will first explain how communicative behaviors affect relational mediators
including trust, rapport and liking in H2H service encounters. Subsequently, we will discuss
why communicative behaviors are theorized to have similar effects in service encounters
between humans and machines, such as conversational agents (H2M). Finally, we will raise
the issue that despite their ability to display communicative behaviors, conversational agents
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currently do not optimally establish relationships with customers, which provides the
rationale for the current study.

Communicative behaviors in H2H service encounters
Numerous studies in the field of relationship marketing have recognized the importance of
communication to the overall success of the service provider (Lin and Lin, 2017; Palmatier
et al., 2006). Service encounters typically comprise some form of communication during
which the customer infers a perception of the service employee (e.g. competence,
friendliness) from verbal and nonverbal communicative behaviors that the employee
displays, such as the use of gestures and expressions (Specht et al., 2007; Sundaram and
Webster, 2000). These perceptions affect relational mediators such as trust and rapport,
which in turn affect intention to use, word of mouth, loyalty and cooperation, see Figure 1
(Hennig-Thurau et al., 2002; Palmatier et al., 2006). According to communication
accommodation theory (Giles et al., 1991), efforts from the service employee to
communicatively adapt to the customer’s needs contribute to a more positive perception
of the service employee. Therefore, service employees strategically utilize communicative
behaviors to actively steer customers’ perceptions in the desired direction (Cronin and
Taylor, 1994; Gremler and Gwinner, 2008). For example, customer service agents using
the pronoun “I” (first-person singular) instead of “you” (second-person singular) or “we”
(first-person plural) are perceived as more empathetic by customers (Packard et al., 2014).
Perceived empathy, in turn, positively affects the quality of the relationship between the
customer and the service provider, which is important as strong relationships drive
intention to use the service again, word of mouth, loyalty and cooperation (Crosby et al.,
1990; Palmatier et al., 2006).

In both service management and marketing literature, relationship quality is theorized to
mediate the relationship between customer perceptions and relational outcomes (Moliner, 2009;
Palmatier et al., 2006). Relationship quality is an important multidimensional variable made up
of key determinants that reflect the overall nature of an exchange relationship between
customer and service provider (Hennig-Thurau et al., 2002). However, researchers disagree on
which ones best capture the construct (seeVieira et al. (2008) for a comprehensive overview). For
example, Morgan and Hunt (1994) propose that commitment (a combination of liking and
emotional closeness) together with trust captures relationship quality the best, yet others
suggest it is either trust (Sirdeshmukh et al., 2002) or commitment (Anderson andWeitz, 1992).
Furthermore, some authors argue that a combination of commitment, trust and relationship
satisfaction (Wulf et al., 2001) or rapport (Gremler and Gwinner, 2000) provides a more suitable
definition. The main focus of this study will be on communicative behaviors that improve the
relationship quality between conversational agents and customers. Therefore, the
operationalization of relationship quality in this study includes all these determinants, which

Communicative
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fromnowonwill be called relationalmediators: “trust,” “commitment,” “rapport,” “satisfaction,”
“liking” and “emotional closeness,” see Figure 1.

Communicative behaviors in H2M service encounters
Implementing human-like communicative behaviors in conversational agents builds upon
the “Computers Are Social Actors” or “CASA” paradigm (Nass et al., 1994; Nass and Reeves,
1996). In a series of studies, several authors have demonstrated that humans tend to attribute
essential human capacities and traits, such as personality, feelings or rational thought, to
machines (e.g. Bickmore and Cassell, 2001). As a result, machines are treated as social
interaction partners, able to engage in meaningful interaction. This tendency is called
anthropomorphism and is “a process of inductive inference, by which humans try to
rationalize and predict machines” behavior (Epley et al., 2007).

As humans apply human attributes and traits to nonhuman agents, it also steers their
perceptions of them. For example, Nass et al. (1995) have found that computers using strong
language are perceived as having a dominant personality. Holtgraves et al. (2007) have
demonstrated that computers using the first name of the interlocutor as a form of politeness
are perceived as more skilled. In addition, Tzeng (2004) has revealed that computers
apologizing for their mistakes are perceived as more sensitive and less mechanical. Together
with anthropomorphism theory, the CASA paradigm has fueled the development of
conversational agents (chatbots, avatars, robots) that utilize the same myriad of
communicative behaviors that humans use to establish relationships (Fink, 2012).
Examples are chatbots that engage in social praise (Kaptein et al., 2011), avatars
mimicking head and torso movements (Hale and Hamilton, 2016) and nodding robots
(Broadbent et al., 2013). Despite these efforts, conversational agents do not seem to establish
satisfactory relationships with customers, which raises several questions (Everett et al., 2017;
Morgan, 2017; Polani, 2017).

First, it has been questioned whether all of these communicative behaviors work as
intended when used by conversational agents (Brandtzaeg and Følstad, 2017). Second,
multiple authors have voiced the need to broaden the theoretical lens on relationships with
conversational agents in a service context (van Doorn et al., 2017; Marinova et al., 2017; Wirtz
et al., 2018). Although communicative behaviors have been acknowledged to play an
important role in these relationships (Bickmore and Cassell, 2001), a clear research agenda
outlining both current research and avenues for future research is lacking.

Methodology and results
The first step in the current study consisted of gathering relevant studies on the use of
communicative behaviors by conversational agents and its effects on relational mediators
and outcomes. The search process is described in the next section and visualized in Figure 2.

The search process and the sample
An initial search inGoogle Scholar andWeb of Science was conducted using a combination of
search terms that included terminology for different types of conversational agents,
communicative behaviors and relational mediators. Due to the lack of consensus regarding
the definitions of conversational agents, multiple terms for these agents were gathered in the
literature and included, see Figure 2 (McTear et al., 2016; Radziwill and Benton, 2017).
Regarding the communicative behaviors, the terms “communication technique,”
“communication strategy” and “interface” were included as well because communicative
behaviors are commonly referred to as “strategies,” “techniques” or “interface” in the
literature on robotics and user interface design (Duffy, 2003; Torrey et al., 2013). Lastly, the
search included terms for the relational mediators as specified in Figure 2. Retrieved articles
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were screened and added to the data set if they investigated the effects of one or more
communicative behavior(s) on one or more relational mediator(s) in the context of chatbots,
avatars, robots or a combination of agent types. An example of an article that was excluded is
Cassell and Bickmore (2000), as it did not report the effects of communicative behavior(s) on
relational mediators but rather describes how multiple behaviors can be integrated. Grey
literature identified in this search, including dissertations, theses and conference proceedings,
was also included for screening.

Due to the novelty of the topic, the initial search resulted in a small number of articles.
Therefore, backward snowball sampling was used to gather more relevant studies (Lecy and
Beatty, 2012). The reference lists of the articles obtained in the search were carefully
inspected and articles that met the criteria were included. This was an iterative process, so
reference lists of articles obtained in the snowballing were also inspected until saturation was
reached. This approach has several advantages. First, reviews using solely keyword searches
are often hampered by cognitive biases because they are limited to the most common
keywords in a particular area (Vieira et al., 2008). In contrast, an analysis of reference lists
offers a more comprehensive and objective approach to map literature on a specific topic.

The obtained data set is visualized in Figure 3. The relatively high number of conference
papers emphasizes the novelty of this topic across various fields. All studies were published
between 1999 and 2018, with four studies published between 1998 and 2003, 17 between 2003
and 2008, 17 between 2008 and 2013 and 23 between 2013 and 2018.

A taxonomy of communicative behaviors investigated in conversational agents
Next, an inventory of the independent, mediating and dependent variables was constructed.
On average, the experimental studies investigated the effect of two independent variables on
four dependent variables. Regarding mediation effects, 12 out of the 54 experimental studies
tested a mediated relationship. Commonly investigated mediating variables included
anthropomorphism (Waytz et al., 2014), similarity (Vugt et al., 2010) and social presence (Lee
et al., 2006a; Lee et al., 2006b). Of the experimental studies, 26 out of the 54 investigated a
moderation effect. The most common variables included as moderators were gender (e.g.
Kaptein et al., 2011; Siegel et al., 2009), personality (e.g. Cassell and Bickmore, 2000; Lee et al.,
2006b) or the interaction between communicative behaviors (e.g. Kanda et al., 2007). Some less

Interactive systems

(n=17)

Psychology

(n=4)

Robotics / engineering

(n=4)

Marketing

(n=2)

Information management

(n=2)

Artificial intelligence

(n=2)

Computer science

(n=2)

Communication science

(n=2)

Interdisciplinary

(n=3)

Conference papers

(n=23)

Obtained sample 
(n=61)

Chatbot

(n=9)

Avatar

(n=30)

Robot

(n=19)
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(n=3)
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Survey
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Figure 3.
Diagram of included
studies
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common moderators included loneliness (Lee et al., 2006a) and task difficulty (Stanton and
Stevens, 2014).

After creating the aforementioned inventory of all investigated communicative behaviors,
we used a combination of open and axial coding to establish whether categories of behaviors
could be distinguished. Following grounded theory (Wolfswinkel et al., 2013), the
independent variable(s) of each study was (were) labeled by the researcher using open
coding. This entailed that each independent variable received a label describing its main
theme on a more abstract level. For example, the label “etiquette” was assigned to the
independent variable in Parasuraman and Miller’s (2004) study, who manipulated a robot to
be either interruptive or impatient. If a study examined multiple communicative behaviors
that were different in nature, multiple labels were generated, since grounded theory
prescribes that literature should be analyzed per theme, not per study (Wolfswinkel et al.,
2013). For example, a study by Kaptein et al. (2011) manipulated both statements of positive
feedback and mimicry of response time in a chatbot. Although humans use both of these
communicative behaviors to come across more socially intelligent, they tap into different
themes and thus received the separate labels “social praise” and “response time.”

In order to identify categories of labels, axial coding was applied. More specifically, all
labels were compared on similarities and differences and subsequently categorized by two
separate researchers. Small differences in axial coding were discussed until agreement was
reached. Sometimes a study fell under multiple categories [1]. If this was the case, it received
labels in multiple categories. The axial coding resulted in a taxonomy discerning nine
categories in which all studies but four could be placed, see Table 1. The colored dots behind
each label indicate which type of conversational agent was investigated in the respective
study. As can be seen in Table 1, the two axes that emerged were “modality” and “footing.”
These two axes will be explained in more detail as follows.

Modality. The modality axis in the taxonomy classifies the nature of communicative
behavior(s) under investigation and distinguishes three categories, namely verbal behavior,
nonverbal behavior and appearance characteristics. In research on H2H communication,
modality is considered a particular mode in which communication is expressed (e.g. gestures,
eye gaze) and can be used to convey a message or show social conventions (Cassell, 2001). In
service management research, it is common to distinguish between two categories of
modality, namely verbal versus nonverbal behavior, in which verbal behavior involves
written and spoken language, whereas nonverbal behavior does not (vocal sounds that are
not words, such as a sighs, are considered nonverbal) (Holmqvist et al., 2017; Sundaram and
Webster, 2000). However, in research on H2M interaction, it is more common to make a
distinction between verbal behavior, nonverbal behavior and appearance characteristics, as
appearance characteristics can be fully changed in conversational agents, whereas humans
can only change them partly. Moreover, a study by Bergmann et al. (2012) showed that
appearance characteristics, such as human-like appearance (vs cartoonish appearance), have
different effects than nonverbal behaviors, such as gestures. Therefore, this distinction was
explicitly included in our taxonomy.

Footing. Footing describes the grounds on which communicative behaviors aim to
establish relationships. According to Goffman (1979), the way humans interpret the world is
determined by the mental structures or “frames” used. These frames provide the context of
how situations or phenomena are interpreted (e.g. gain or loss frame). For a service encounter,
this means that both the customer and the service provider have their own interpretation of
the encounter. In social encounters, humans present their mental frames to each other by
means of communicative choices, for example, by using particularly positive or negative
words. The alignment of mental frames between the customer and the service provider is
what Goffman (1979) calls footing (see also Giles, 2016). This alignment is important because
living up to the customers’ expectations greatly shapes the perceived quality of the service
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Table 1.
Taxonomy of
communicative
behaviors in
conversational agents
( 5 chatbot,
5 avatar, 5 robot,
5 combination)
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and the relationship between the customer and service provider (Cronin and Taylor, 1994).
During the axial coding, we found that conversational agents employ three broad categories
of communicative behaviors to align with the user. These three categories (human similarity,
individual similarity and responsiveness) will now be discussed in more detail.

First, similarity includes all communicative behaviors that aim to make the customer feel
more similar to the agent. In our taxonomy, we discern two types of similarity, as some
behaviors try to achieve similarity to humans in general, for example, mimicking a human
face (Broadbent et al., 2013), while others focus on similarity to the individual user, for
example, mimicking the user’s face (Vugt et al., 2010). The idea that similarity between a
conversational agent and a customer benefits relational outcomes is explained by theories
from social psychology. The similarity attraction theory (Byrne, 1997), the social identity
theory (Tajfel, 1974) and the self-categorization theory (Turner and Reynolds, 2011) combine
to support the idea that people are attracted to, prefer and support relationships with similar
others. In the field of robotics, however, literature prescribes that although similarity to
humans is an important driver of relational outcomes, toomuch resemblance can hinder these
outcomes. For example, the uncanny valley theory (Mori et al., 2012) argues that humans
prefer machines similar to humans in appearance and functioning, until a certain tipping
point. Therefore, the degree of both human similarity and individual similarity between a
conversational agent and a customer should be chosen with caution.

Responsiveness was the third footing category identified. Responsiveness is defined as
“behaving in a sensitive manner that is supportive of another person’s needs” (Hoffman et al.,
2014, p. 1) and includes behaviors such as partner affirmation, communal sharing and social
support (Reis, 2007). Perceived responsiveness refers to “a sense of felt understanding,
validation and caring” (Reis, 2007, p. 78). In service encounters, responsiveness can be
enhanced by behaviors that signal that the service employee listens and understands the
customer, like nodding, expressions of concern and emotion, and asking questions (Maisel
et al., 2008). Humans vary greatly in their expression of responsive behaviors, suggesting that
responsiveness is not an innate human trait, as opposed to, for example, memory or
movement (Maisel et al., 2008). The idea that responsiveness between a service provider and a
customer benefits service outcomes is also supported by research in social psychology. In a
relationship context, these behaviors have been found to follow from and foster relationship
well-being, but also to decrease sadness and anxiety (Canevello and Crocker, 2010; Maisel
et al., 2008). In H2H service encounters, responsive behaviors such as listening attentively (de
Ruyter andWetzels, 2000) or asking questions (Gremler and Gwinner, 2008) have been found
to correlate positively with service satisfaction. In conversational agents, such responsive
behavior can also be integrated into the interface. For example, Parasuraman and Miller
(2004) have manipulated etiquette in a chatbot by changing its tendency to interrupt during a
conversation, whereas Keeling et al. (2010) have built an avatar using a socially oriented
communication style.

An analysis of significant effects per category
In order to investigate which communicative behaviors yield positive effects when used by
conversational agents, the effects of the communicative behaviors in each category of the
taxonomy were carefully inspected and noticeable differences and similarities were
identified. Categories that contained many positive effects were colored light green in
Table 1, indicating that communicative behaviors from these categories yield promising
results. Categories characterized bymixed results were colored light yellow. The behaviors in
these categories yield some significant results on relational mediators and outcomes, but the
effects are more complex than initially suggested. Categories with less than five studies were
considered too empty to draw conclusions. Further, we will first discuss the green cells first,
followed by the yellow cells.
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Categories with mainly positive effects. All in all, there were three categories of behaviors
that showed predominantly positive effects on relational outcomes: appearance
characteristics grounded in human similarity, appearance characteristics grounded in
individual similarity and nonverbal behaviors grounded in responsiveness.

Generally speaking, appearance characteristics grounded in human similarity exert
positive effects on relational mediators and outcomes (Broadbent et al., 2013; Nowak and
Rauh, 2005), particularly when the conversational agent is physically present or even
touchable (Bainbridge et al., 2008; Lee et al., 2006a). Robots thus seem to have an advantage
over avatars and chatbots thanks to their physical embodiment. However, if appearance
becomes too human-like, users experience an eerie sensation, which can cause them to dislike
the conversational agent (Bartneck et al., 2007). Furthermore, multiple studies showed
positive effects were only achieved if users’ expectations of the robots’ behavior, evoked by
the human-like appearance, were met (Luo et al., 2006; McBreen and Jack, 2001).

Similarly, appearance characteristics grounded in individual similarity have mainly
positive effects on relational mediators, for example, Paiva et al. (2005), Qiu and Benbasat
(2010). Again, these effects were found to be stronger when users experienced feelings of
social presence (Qiu and Benbasat, 2010) and identification with the conversational agent
(Kim et al., 2012). Although ethnic appearance features that were similar to the individual user
did yield positive significant effects, the effects found for gender were mixed, with some
studies reporting a preference for agents with the same gender and others reporting the
opposite (Qiu and Benbasat, 2010; Nowak and Rauh, 2005). A possible explanation for this
contradiction is provided by Powers et al. (2005), who argue that personas play an important
role in interactions with conversational agents. Their study showed that women tend to use
fewer words to explain dating norms for females to a female robot compared to a male robot.
This suggests that the gender of the robot, as inferred by appearance, activates a persona,
which in turn affects user perceptions.

Finally, the category nonverbal behavior grounded in responsiveness, which included
behaviors such as gaze and nodding, was also found to yield significant positive effects
(Gratch et al., 2007; Kaptein et al., 2011). For example, Kanda et al. (2007) showed that a robot
performing behaviors that signal active listening behavior, including nodding and making
eye contact, was evaluated more positively than its nonlistening counterpart. Other
nonverbal forms of active listening, including prompt response time, were found to affect user
evaluations of intelligence, friendliness and liking (however, only for females) (Kaptein et al.,
2011). Parasuraman and Miller (2004) even found that good etiquette, manipulated as not
interrupting the interlocutor, could overcome the negative effects caused by the otherwise
unreliable behavior of a chatbot.

For practitioners who wish to optimize interactions between conversational agents and
customers, implementing communicative behaviors from one of the aforementioned
categories appears to be a relatively safe and effective option. However, they should take
heed of the uncanny valley effect and possible interactions between communicative
behaviors and the gender of both the customer and the conversational agent. We will return
to this in the section on managerial implications as follows.

Categories with mixed results.There were also three categories that showedmixed results:
nonverbal behaviors grounded in human similarity, nonverbal behaviors grounded in
individual similarity and verbal behavior grounded in responsiveness.

Regarding the category nonverbal behaviors grounded in human similarity, effects on
relational mediators and outcomes were largely dependent on other variables. For example,
van den Brule et al. (2014) demonstrated that gestures performed by a robot enhanced user
trust, however, only if the gestures were predictive of the robot’s behavior. In addition, Cowell
and Stanney (2005) found that users interacting with an avatar demonstrating trusting facial
expressions, such as eye contact and paralanguage, trusted the avatar more than users
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interacting with an avatar lacking these nonverbal behaviors. However, there was no
concordant increase in perceived trust if the avatar was able to change its posture and
gestures over time. Kr€amer et al. (2007) found positive effects of gestures in a study that
demonstrated that when an avatar showed self-touching behaviors, such as scratching itself,
it was perceived more positively than its nongesturing counterpart.

An explanation of the mixed effects of different body movements is provided by Pejsa
et al. (2015). According to this study, coordinated movements of the eyes and head enable an
avatar to convey more information and establish a stronger affiliation with the user, whereas
upper bodymovement enables the avatar to grab the user’s attention and direct it through the
environment. In line with this, Stanton and Stevens (2014) found that a robot demonstrating
gaze movements increased users’ trust in the robot, however, only when the robot helped to
carry out a difficult task. This suggests that in contrast to facial movements, body
movements do not serve relational purposes. Another explanation might lie in the
congruency of the movements with other communicative behaviors. Salem et al. (2011)
found that the effects of gesturing on liking and intentions to use the robot again were
particularly pronounced if the robot’s gestures were incongruent with its speech for half of
the time. Similar results were obtained by Groom et al. (2009), who found that users liked an
avatar more when it moved in sync with its speech at some times and out of sync at others.
This seems to indicate that especially unexpected gestures induce positive perceptions of the
conversational agent. However, implementing such features should be done cautiously, as
incongruence in gestures was also found to hinder task performance (Salem et al., 2013). On a
related note, von der P€utten et al. (2010) demonstrated the importance of these features being
implemented realistically in a certain conversation. Features that do not make sense at all
negatively impact users’ evaluations of the agent.

For nonverbal behaviors grounded in similarity to the individual, the effects on relational
mediators and outcomes were also mixed. For example, Siegel et al. (2009) manipulated a
robot’s gender, using its voice, and found users rate the voice of the opposite sex instead of the
same sex as more credible, trustworthy and engaging. This suggests that customers prefer a
robot that is dissimilar to them in terms of gender. For personality, however, Lee et al. (2006b)
found that similarity to the user in loudness and facial expressions increased enjoyment.
Furthermore, when looking atmovements in particular, results weremixed and dependent on
the type of movements mimicked. For example, Bailenson and Yee (2005) found that users
had a more positive perception of an avatar when it mimicked the user’s pitch, jaw and eye
movements. However, a study by Hale and Hamilton (2016) only found weak effects of
mimicry of the torso and head on rapport.

Finally, verbal behaviors grounded in responsiveness, such as affect support and social
praise, had positive effects on relational mediators including liking, but only under particular
circumstances (Bickmore and Cassell, 2001; Derrick and Ligon, 2014; Klein et al., 2002; Kulms
et al., 2014). For example, Derrick and Ligon (2014) showed that male and female users differ
in their preferences for social praise used by an avatar.Whereas ingratiation techniques, such
as self-presentation, increased liking of the avatar for men, self-promotion increased the
attractiveness of the avatar for women. Furthermore, Strait et al. (2014) showed that a robot
using polite speech is perceived as more considerate and likable, however, only when
evaluated by a bystander and not by the direct user. In addition, Cassell and Bickmore (2003)
found small talk is an important driver of trust in avatars, however, only for extravert users.
Lastly, Lee et al. (2010) demonstrated service recovery strategies were successful in reducing
the negative impact of a robotic breakdown. However, users with a relational orientation
responded best to an apology, while those with a utilitarian orientation responded best to
compensation.

The use of humor was also placed under verbal responsiveness, as it also conveys
empathy (Hampes, 2010). However, it is difficult to make clear statements on its effectiveness,
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as humor is very personal. In general, humor used by conversational agents had positive
effects on relational mediators such as trust and liking (e.g. Mirnig et al., 2017). For example,
Sjobergh and Araki (2009) showed that a joke was perceived as funnier when told by a robot,
than when users read the joke by themselves. Furthermore, in a study by Niculescu and
Banchs (2019), a chatbot telling fun facts was compared to a nonhumorous counterpart and
found to be likedmore. Humorwas also found to have negative effects under some conditions.
For example, Tay et al. (2016) found that nondisparaging jokes are liked more when told by a
human, whereas disparaging jokes are perceived as less disgusting when told by a robot.
Humor, therefore, can help establish relationships, but certainly not all types of humor are
appropriate for this.

The categories showing mixed results are probably more interesting for academics than
for practitioners, as they point at the existence of important moderators such as personal
preferences or personality characteristics. More attention will be devoted to these behaviors
when we present the research agenda in the section on theoretical implications as follows.

An analysis of potential additional behaviors from the H2H literature
The overview of communicative behaviors investigated in conversational agents (see
Table 1) allowed us to conduct a targeted search in the literature on H2H service encounters
for additional, thus far “overlooked” behaviors that could be investigated in H2M
interactions. Considering the magnitude of H2H literature, we restricted our search to
review articles. We searched Google Scholar and Web of Science for review articles on the
effects of communicative behaviors displayed by service employees on one of the relational
mediators mentioned in Figure 2. The search yielded three review studies and one overview
paper based on the critical incident technique.

The first review article used for comparison was a review by Boles et al. (2000) on the
communicative behaviors service employees utilize to build relationships with customers.
The second review was by Swan et al. (1999), who specifically focused on how service
employees build trust relationships. Lastly, the third review by Gremler and Gwinner (2000)
and the overview article by Gremler and Gwinner (2008) both investigated how service
employees establish rapport in H2H service encounters. The labels in Table 1 were compared
to the communicative behaviors mentioned in these four articles and potential additional
behaviors were noted down. Further, we discuss which “overlooked” behaviors we identified.
First, we will do this for the categories that were relatively underresearched in the H2M
literature (fewer than five labels in Table 1), with the exception of the category appearance
characteristics grounded in responsiveness. For this particular category, no overlooked
behaviors were obtained from the H2H literature. Thereafter, we will also provide some
additional suggestions for the other categories.

Overlooked behaviors for categories containing fewer than five labels. First of all, in our
taxonomy only one article belonged to the category verbal behaviors grounded in similarity
to humans: Richards and Bransky’s (2014) study on cognitive recall, in which recall was
found to increase both the user’s enjoyment of interacting with the agent and the believability
of the character over multiple service encounters. Therefore, expressions that signal other
human cognitive processes, such as thinking out loud (e.g. “let me think,” “I was thinking”)
and processing (e.g. “please give me a second to process that”) verbatim, might also be
interesting to investigate in future research. This is in line with the idea put forward by
Gremler and Gwinner (2008) that being attentive to the customer helps to build rapport.

Secondly, studies that aim to establish relationships through human-like appearance
characteristics primarily seemed to focus on conversational agents having a human-like
(instead of a cartoon-like) appearance (e.g. Parise et al., 1999; Bartneck et al., 2009) and in
particular on having a human-like face (e.g. Broadbent et al., 2013). Although not many other
appearance characteristics are mentioned in the H2H literature, Gremler and Gwinner (2008)
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do refer to a study byWood (2006), who shows that appropriate attire can influence customer
perceptions of expertise and thereby trust. Furthermore, Swan et al. (1999) mention the
importance of appearance in coming across as competent and benevolent. Therefore, future
researchmight investigatemore specific and detailed appearance cues, such as attire, build or
posture, in conversational agents.

Third, the studies in the taxonomy that investigated nonverbal behaviors grounded in
individual similarity particularly focused on headmovements (Bailenson and Yee, 2005; Hale
and Hamilton, 2016) and voice cues, which signal similarity in terms of gender (Siegel et al.,
2009) or personality (Lee et al., 2006b). However, Gremler andGwinner (2008) mention various
other nonverbal behaviors that when mimicked accordingly have been found to foster
rapport with customers in service encounters. These behaviors include posture, speech rate,
gestures, breathing patterns and facial expressions.

Finally, studies looking at behaviors that establish relationships through individual
similarity in verbal communication were scarce in the taxonomy. Only communication style
(Li and Mao, 2015) and personality (introvert or extravert voice) (Lee et al., 2006b) were
investigated in this category. Although these variables seemed to increase engagement and
enjoyment, individual verbal language use can be mimicked in many more ways (Gremler
and Gwinner, 2008). Consider, for example, “linguistic mimicry” or mimicry of individual
word usage, which has been found to help to develop positive relationships between
customers and salespersons. A related, but different concept called “linguistic style
matching” (the use of certain types of function words in similar frequencies) has also been
found to play an important role in relationship initiation and stability (Ireland et al., 2011).
Furthermore, Gremler and Gwinner (2008) mention common grounding behaviors, which are
verbal conversational techniques to establish common ground with the user. These
techniques include, for example, pointing out similarities in lifestyle or interests.

Overlooked behaviors for categories containingmore than five labels.First, in our taxonomy
we found that communicative behaviors in conversational agents that aim to establish
similarity with humans primarily focus on nonverbal behaviors. However, several nonverbal
behaviors investigated in the H2H literature remain overlooked. According to Sundaram and
Webster (2000), communicative nonverbal behavior is divided into paralanguage, kinetics
(e.g. movement) and proxemics (e.g. distance). Research on nonverbal behavior in
conversational agents focused mainly on kinetics and less on paralinguistic cues such as
loudness, rate, pitch and proxemics, all of which could be interesting avenues for future
research.

Research on communicative behaviors grounded in responsiveness is strongly focused on
verbal behaviors. In the nonverbal category, only a few behaviors, including cooperative
gestures and listening behaviors such as nodding, can be found (e.g. Gratch et al., 2007; Kanda
et al., 2007). This provides an opportunity for future research as Gremler and Gwinner (2008)
identify several other responsive nonverbal behaviors. For example, a reference is made to a
study by Wood (2006), who showed that a friendly smile is an important communicative cue
to increase perceived trustworthiness. Furthermore, nonverbal displays of empathy with the
customer are considered crucial for establishing rapport (Gremler and Gwinner, 2000), but
remain largely unexplored in the H2M literature. Therefore, future research might want to
investigate the effects of facial expressions of care and concern in avatars or humanoid
robots. Most studies in the category of verbal responsiveness focused on politeness (Portela
and Granell-Canut, 2017) or humor (Torrey et al., 2013). However, perceptions of politeness
can be induced by other behaviors than those mentioned in the taxonomy. Examples include
expressions of cheerfulness or unexpected honesty (Gremler and Gwinner, 2008). Besides
politeness, humor was found to be another commonly investigated behavior. Although
humor is mentioned by Gremler and Gwinner (2008), the authors point out the importance of
(mutual) laughter in service encounters and not only humor per se. In addition, it is also
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mentioned that humor should be related to the service situation. These might be useful
additions for the investigation of humor in conversational agents. Furthermore, Gremler and
Gwinner (2008) mention that empathy does include not only expressions of care but also
expressions that signal an understanding of the problems of the customers, which they refer
to as cognitive empathy. Furthermore, these expressions can be strengthened by important
back-channel responses including “um-hmms” to induce perceptions of listening and thereby
influence rapport (Gremler and Gwinner, 2008).

Conclusion and discussion
Given the reluctance of customers to engage with conversational agents, the question has
been raised regarding which communicative behaviors, if any, conversational agents can use
to build better relationships (Brandtzaeg and Følstad, 2017). This study aims to answer that
question by creating both an overview of communicative behaviors that have already been
investigated in conversational agents and their effects and a research agenda that points to
overlooked communicative behaviors and thought-provoking findings in existing studies
that call for further research.

Taken together, the findings of our literature review show that the use of certain
communicative behaviors by conversational agents has significant positive effects on
relevant relationalmediators and outcomes such as intention to use, word ofmouth, loyalty or
increased cooperation (e.g. Richards and Bransky, 2014; Waytz et al., 2014). Other behaviors,
however, show effects that are less clear and straightforward as one would expect based on
anthropomorphism theory (Epley et al., 2007) or the CASAparadigm (Nass andReeves, 1996).
Furthermore, several communicative behaviors that had already been identified in the
literature on H2H service encounters have not yet been investigated in conversational agents.
This suggests that there are several promising avenues for future research, which are
outlined in the next section.

Theoretical implications: a research agenda
This study has several theoretical implications. First, conducting research on conversational
agents in a service setting requires a multidisciplinary approach, including theories and
previous research from the field of AI, robotics, psychology, service management,
communication science and others. This is the first study to analyze studies from different
subdisciplines and draw up a taxonomy that allows comparison across fields, categories of
communicative behaviors and different types of conversational agents. Using this taxonomy,
researchers who are interested in the impact of AI on services can conduct more targeted
research into the communicative behaviors that can be implemented in conversational agents
to enhance the overall customer experience.

More specifically, we advise researchers to focus on (1) categories of communicative
behaviors that show mixed results in our review and (2) communicative behaviors from the
H2H literature that have not yet been investigated in conversational agents. With respect to
(1), several complexities emerged from our research. First and foremost, user characteristics
such as gender (Derrick and Ligon, 2014), personality (Cassell and Bickmore, 2003) or
relationship orientation (Lee et al., 2010) have been shown to interfere with the intended
effects of communicative behaviors used by conversational agents. This is particularly true
for verbal behaviors grounded in responsiveness. For example, Derrick and Ligon (2014)
showed that men and women have different preferences for the use of social praise by
conversational agents, and Cassell and Bickmore (2003) showed that small talk evokes trust
in extroverts but not in introverts. This suggests that humans differ not only in their
responsiveness toward others but also in their receptiveness for responsiveness from others.
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Initial attempts to map user expectations and preferences can be found in usability studies
such as Brandtzaeg and Følstad (2018) and Baron (2015); it is desirable that more research is
conducted in this area. For example, experimental research could investigate howpreferences
of specific user groups, such as users with high and low affinity for technology, moderate the
effects of particular communicative behaviors. Furthermore, the interplay between
appearance characteristics and verbal and nonverbal behaviors should be explored
further, as some studies show that accommodating a conversational agent with human-
like appearance characteristics also increases user expectations of the agent’s verbal or
nonverbal behavior (e.g. Luo et al., 2006; McBreen and Jack, 2001).

In the H2H literature, several potential additional behaviors are mentioned that have not
yet been investigated in conversational agents. The full overview was provided in the results
section, but wewill highlight a few particularly promising ones here: mimicry of language use
or communication style, mimicry of gestures, posture, speech rate or facial expressions, the
use of common grounding behaviors, the use nonverbal expressions of empathy and the use
of back-channel responses that signal active listening.

Managerial implications: communicative behaviors worth considering
The systematic review reported in this study sheds more light on the effects of
communicative behaviors in conversational agents, which can help service managers
enhance the experience of customers interactingwith conversational agents. In the green cells
in Table 1, several behaviors are mentioned, which have been shown to have positive effects
when used by conversational agents. These behaviors include (but are not restricted to)
human-like appearance, similarity in appearance to the customer, the use of etiquette, the use
of cooperative gestured and the use of laughter. However, even for some of these behaviors,
implementing them can come at a cost, such as decreased task performance by the user
(Salem et al., 2013), attention shifts (Pejsa et al., 2015) or the activation of undesirable personas
(Powers et al., 2005). Therefore, we strongly advise service managers to carefully consider
whether the ends justify the means.

Limitations
Of course, our study also has some limitations. Firstly, this literature review is a snapshot of a
research field that is in flux. Technological innovations are moving faster than ever before,
which implies that the practical state of the art might be already one step ahead.We hope this
overview and research agenda encourage scholars to shed more light on ongoing
developments.

Second, we have combined research on chatbots, avatars and robots under the common
denominator of conversational agents. Although there is theoretical justification to do so, we
may have oversimplified the differences between agent types. For example, the effects of
communicative behaviors tested in a robot cannot be seen in the absence of its physical
embodiment. Therefore, it is hard to compare the effects of similar communicative behaviors
between different agent types.

Third, we used review articles as a basis for comparison between the H2M and the H2H
literature. Suitable review articles were scarce, however, which suggests that a more detailed
analysis of individual studies could have provided a more complete picture. Nevertheless, we
hope to have provided a useful framework for such a comparison and encourage other
authors to extend our work with more specific studies in the future.

Note

1. Seven studies received two labels in different categories and one study three. This explains why 70
different labels instead of 61 are displayed in Table 1.
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