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Abstract
Purpose – The characteristics of the Internet of Things (IoT) are such that traditional models of trust
developed within interpersonal, organizational, virtual and information systems contexts may be
inappropriate for use within an IoT context. The purpose of this paper is to offer empirically generated
understandings of trust within potential IoT applications.
Design/methodology/approach – In an attempt to capture and communicate the complex and all-pervading
but frequently inconspicuous nature of ubiquitous technologies within potential IoT techno-systems,
propositions developed are investigated using a novel mixed methods research design combining a
videographic projective technique with a quantitative survey, sampling 1,200 respondents.
Findings – Research findings suggest the dimensionality of trust may vary according to the IoT techno-
service context being assessed.
Originality/value – The contribution of this paper is twofold. First, and from a theoretical perspective,
it offers a conceptual foundation for trust dimensions within potential IoT applications based upon empirical
evaluation. Second, and from a pragmatic perspective, the paper offers insights into how findings may guide
practitioners in developing appropriate trust management systems dependent upon the characteristics of
particular techno-service contexts.
Keywords Trust, Internet of Things, Risk, Ecosystem, Trust management, Techno-service system
Paper type Research paper

Introduction
This paper conceptualizes and explores relational trust within the context of the Internet of
Things (IoT). The IoT is built upon the rapid development of internet, mobile, near field
technologies (such asWifi and Bluetooth) and communication networks (Schrammel et al., 2011).
Its foundations can be found in various works that underpin the development of artificial
intelligence, where technology systems may reflect anthropomorphic reasoning based on
human psychophysiological traits (Minsky, 1988, 2006). Important contributors to this are
Turing and von Neumann (see Russell and Norvig, 1995;Weiss, 1999) and system control theory
(see Masani, 1985 for a review of the collected works of Wiener, father of cybernetics;
Kalman’s, 1960 predictive algorithm; Pearl’s, 2000 development of a calculus for probabilistic
and causal reasoning). The interconnected technologies render new types of services to end
users, albeit the technologies themselves are often ubiquitously consumed in their environment
as a collective, made visible (at present) only through touchpoints such as smart devices and
wearable technologies. Current predictions suggest that within a decade, IoT will consist of
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billions of objects and devices or things that have the potential to seamlessly connect people to
produce services and interact and share information about themselves with each other and their
environment to render services (Eloff et al., 2009). Advocates of the IoT interpret its emergence
as a “new industrial revolution that will boost productivity, keep us healthier, make transport
more efficient, reduce energy needs and tackle climate change” (Cameron, 2014). However,
the gap between recent press coverage of the potential socio-economic consequences of the IoT
and empirically based research is significant. Whilst there is a considerable programme of
collaborative research being undertaken across the EU and USA into IoT technologies, the
primary focus of this is the development of hardware technology and the adoption of
standardized platforms and protocols. That said, many potential applications of the IoT will
involve relational challenges not faced within current marketing contexts including traditional
(e.g. B2C and C2C) but also parasocial and machine (M) relationships (C2M and M2M).
The relational consequences on users within such service contexts and the “smart
environments” they inhabit have yet to be explored in the complex many-to-many networked
ecosystem that encompasses the IoT environment (Wuenderlich et al., 2015).

Within an IoT ecosystem, benefits are embedded within the value of products and services.
Implicit within this value proposition is an agreement that the user allows service providers
(and product owners) to use data generated from transactions and interactions that
incorporates psychophysiological and behavioural information and its reuse at organizational-
user and potentially societal levels (Bolger, 2014). Such data will increasingly be integrated with
environmental data from the user’s wider context (e.g. cityscape, etc.). However, an IoT
ecosystem may have no cardinal or central actors on which to focus user-trust decisions
(Bao and Chen, 2012). Additionally, machines may exhibit user perceived “smartness”
(Bandura, 2001; Rose and Truex, 2000; Engen et al., 2016) evoking an illusion of self-awareness,
flexibility, transformability and self-decisiveness (Atzori et al., 2010; Gubbi et al., 2013;
Yang et al., 2013). Furthermore, they may be used to predict service demand, develop entirely
new service offerings or influence behaviour at a moment in time. Such potential characteristics
of the IoT have implications for the nature of user trust and how traditional models developed
in interpersonal, relational marketing and virtual contexts (Taddei and Contena, 2013) may be
transformed for use within an IoT context (Schrammel et al., 2011).

This study aims to offer empirically generated understandings of user trust within
potential IoT contexts. To this end, the contribution of this research is twofold. First, and from
a theoretical perspective, it offers a conceptual foundation for trust dimensions within
potential IoT applications based upon empirical evaluation. Second, and from a pragmatic
perspective, the conceptual models derived from this research may aid practitioners in
developing more appropriate user-trust management systems in the rapidly evolving context
of the IoT. The paper is structured as follows. First, the existing literature on the nature of IoT
as a techno-service system is examined before examining the potential attributes of trust
within such systems. Subsequently, the methodology adopted to address the research aim is
explained and the scoping of potential applications of the IoT, the development and testing of
scenarios based on these and the administration of a quantitative survey is outlined.
Thereafter, and reflecting the potential IoT applications identified, findings are presented in
three areas: an IoT transport context, an IoT household context and an IoT health context.
Our discussion of the findings elaborates on the dimensions of user-trust and the
consequences of these on trust management systems within IoT environments before
conclusions are drawn and directions for future research are suggested.

Literature review
Reminiscent of Vargo and Lusch’s (2011) service ecosystem, the IoT is a contemporary
example of a techno-service system that renders synchronized actions for end-user
consumption (e.g. Hojer and Wangel, 2015). Historically the phrase “techno-service system”
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was used to portray a complex system of interactions between humans and machines
primarily within an intra-firm context (e.g. Emery and Trist, 1960), where emphasis was on
human interaction with, and influence over, some technologically enabled system (see e.g.
Mumford, 2006). More recently, however, it has been used to describe multi-actor
environments, such as smart cities and homes that encompass human-machine agency
across networks within IoT contexts (e.g. Engen et al., 2016; Jia et al., 2012). Within such
contexts, machines exhibit what may be increasingly interpreted as agency by users through
their perceived “smartness” (Bandura, 2001; Rose and Truex, 2000; Engen et al., 2016).
This perceived smartness is derived from technologies embedded into “things” that have
synergistic capability in acquiring and processing data through electronics, software, sensors
and network connectivity. This in turn may lead to an illusion of self-awareness, flexibility,
transformability and self-decisiveness (Minsky, 1988, 2006; Atzori et al., 2010; Gubbi et al., 2013;
Yang et al., 2013). Augmenting this further, where desired outcomes cannot be achieved
without human-machine interaction, perceived collective agency may result (Bandura, 1997;
Engen et al., 2016) leading to increased levels of efficiency, convenience and decision making
(Weinberg et al., 2015).

Fundamental to human-machine interactions is the notion that trust acts as a mediator
(Engen et al., 2016). Crucially in an IoT environment there may be no cardinal or central
entity (individual human or machine) on which service users may focus trust decisions
(Bao and Chen, 2012) that enables them to judge the acceptability of a system. As such, trust
is not well understood or consistently defined within this context (e.g. Atzori et al., 2010;
Gao and Bai, 2014; Chen et al., 2015). This is somewhat surprising when rhetoric suggests
IoT technologies will enable firms to devise new service offerings that incorporate greater
optimization, customization and autonomy (Iansiti and Lakhani, 2014; Porter and
Heppelmann, 2014) leading to higher levels of engagement, satisfaction, and ultimately,
stronger relationships (Neuhofer et al., 2015). In an attempt to address this, this research
endeavours to examine why and how trust foundations may be different within IoT
contexts and, subsequently identify underlying trust dimensions.

Differentiating human-trust within the context of IoT
An exchange view of marketing suggests the underpinning bond between the firm and
customer comprises financial (price), social (communications) and structural (value-in-use)
components (Chou, 2009) that influence the customer at cognitive and emotional levels
(Park et al., 1986). Furthermore, calculative commitment, particularly in relation to
structural bonds, has been found to be a reasonable measure of trust (Morgan and
Hunt, 1994) and this in turn may lead to satisfaction with the value proposition and
subsequently relational commitment (see Seppänen et al., 2007, for a summary of the
literature in this area). However, from this perspective, trust is not a part of the proposition
itself but considered to be an antecedent to or consequence of the relational aspects of
service delivery. As previously highlighted, in an IoT context there may exist no cardinal
or central entity (human or machine) on which end users of services may focus trust
decisions (Bao and Chen, 2012). Within these multi-partite environments, trust becomes
a fundamental component of the value proposition itself, residing within and across a
network of actors and objects. It is embedded within the data derived from interactions
and behavioural responses and re-used to provide services for consumption by the
provider, their personal or extended network and other beneficiaries in the wider network
(e.g. Bapna et al., forthcoming). This is borne out of the emergence of the ubiquity of
technologies and more specifically, the embedded nature of technologies that extend and
bind the relationship beyond the originating firm to include third parties in a customer
focussed proposition delivery network (see Appendix 1 for an example of a wearable
proposition). Interactions within IoT networks involve exchanges between different types
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of agency (Gummesson and Grönroos, 2012), with relationships existing between those
closely linked and distally networked in the enactment of some service experience for an
end customer. In effect, the customer engages not with individuals within the network but
with the service system. This system includes other customers, businesses, public
services, devices, machines and software (e.g. Frow et al., 2014). From an actor’s
perspective within the system, they will likely be unaware of the full extent of their role or
the range or scope of activities encompassed within the IoT network they are interacting
with to deliver a service or receive an experience. As such, user-trust may be treated as a
strategic management opportunity critical to network sustainability and service
development, which is separate to the technical system design aspects that may limit
or control information use. Trust management may therefore refer to a declaration of
credential (personalized) information, or disclosure of relevant information (customized),
often decentralized across a distributed network of actors and objects.

Whilst familiarity and understanding are considered and accepted as core components of
human-trust, within the IoT environment many of the interactions may be beyond the
cognition of actors. Visualizing the complexity of such networks is challenging (e.g. Jaakkola
and Alexander, 2014). Lataifa (2014) suggests evaluating value generated through such
networks is not a “trivial task”, with vast amounts of data (information) to be analysed. Such
complexities are exacerbated by the all-pervasive but inconspicuous nature of the technologies
within the network that create potentially new dimensions of complexity in the data generated
and the flow and control of information based upon computational intelligence (e.g. Fritsch
et al., 2012). Consequently, human-trust as traditionally conceptualized for dyadic relationships
(e.g. Morgan and Hunt, 1994) cannot be easily applied because of imperfect knowledge and/or
understanding of or familiarity with the service system, its actors and their agency. Confidence
in the system therefore becomes critical and is a function of limited information and limited
evaluation (knowledge) of potential alternatives. In such circumstances, trust may be merely an
indicator of confidence (Giddens, 1990) or indeed be faith-based and blind (Simmel, 1978). Thus,
the nature of trust may differ according to the agency of human actors and machine objects
within the network (Moore, 2006; Engen et al., 2016). Actors and objects effectively work
collectively as a complex adaptive socio-technical system, with benefits derived from the
interdependencies within the networked systems (e.g. Mele and Polese, 2011; Chandler and
Lusch, 2015; Engen et al., 2016).

Notions of individuals (say, service consumers/users) entering relationships with IoT
systems and the range of agents within them, particularly in terms of relationships with
“intelligent” machines that assimilate the behaviour of other humans, has recently received
increased attention (see e.g. Weizenbaum, 1966; Nass et al., 1996; Ferrucci et al., 2013). From an
information systems (IS) perspective, research has primarily concentrated on hardware
technology and the adoption of standardized platforms and protocols, where
“trust management” has been developed as a risk management tool using algorithm-based
ratings mechanisms that are typically incorporated into social networking sites such as eBay
and Amazon (e.g. Friedman et al., 2007; Aggarwal and Yu, 2008). IS research has, however,
tended to ignore the human decision making and recommendation provision elements that
IoT systems will potentially fulfil (e.g. Söllner et al., 2014). Thus, theoretically and empirically
based examinations of trust within IoT contexts are warranted. To this end, notions of trust
from different disciplines were reviewed in an attempt to examine and capture the potential
multi-disciplinary theoretical foundations of trust and their potential contribution to trust
within a techno-service system context. These included: interpersonal (e.g. Rempel et al., 1985)
and organizational (e.g. Smith et al., 2013) trust literatures; IS and automation literatures
(e.g. Dimoka, 2010; Gefen and Pavlou, 2012; Cho et al., 2015), computing and networking
literatures (e.g. Janson et al., 2013), virtual and online trust literatures (e.g. Hong 2015)
and human-computer interface literatures (e.g. Madsen and Gregor, 2000).
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Theoretical foundation
Whilst many interpretations of trust position it in terms of “accepted vulnerability to another’s
ill will (or lack of good will)” (Friedman et al., 2000), our review identifies a much wider
interpretation of trust and suggests trust has been measured in a variety of ways within a
variety of disciplines. Pertinent to this research, McKnight et al. (2011) propose that trust
situations “arise when one has to make oneself vulnerable by relying on another person or
object, regardless of the trust object’s will or volition” (p. 123). Additionally, whilst recognizing
that trust is an evolving and dynamic process, for the purposes of this research is to follow
Söllner et al.’s (2014) lead and focus on initial trust when a user may be first exposed to a
potential techno-service system experience. This may be justified on the grounds that when
users first interact with a potentially unfamiliar techno-service system, perceptions of
uncertainty and risk are particularly salient and consequently there needs to be a sufficient
level of trust to overcome these perceptions (McKnight et al., 2011). In attempting to identify,
adapt and apply trust constructs more “palatable” to techno-service contexts, the framework
proposed by McKnight et al. (2011) is drawn on and augmented for differentiating between
interpersonal and technology-based trust constructs through the addition of a third object of
dependence: techno-service systems. In doing so, three key dimensions are used: contextual
conditions, the object of dependence and the nature of trustor expectations in relation to object
attributes. These are now discussed in more depth followed by a theoretical justification of
proposed trust constructs within a techno-service system context.

Contextual conditions
Trust situations involve risk and uncertainty. Trustors, to varying degrees, will lack control
over outcomes because of the necessity to rely on another object to achieve a task. Hence,
there is the notion of accepted vulnerability involving another object. Consequently, there is
a risk that the trustee will not fulfil the trustors expectations. This is regardless of whether
the object of trust is a person, a machine or, in this instance, a techno-service system.
This may be intentionally through moral choice (by a person) or through failure to act as
expected (by a machine) or a combination of the two as may be the case in a techno-service
system context (McKnight et al., 2011).

Object of dependence
Trust will differ depending on the nature of the object. With interpersonal trust, there is a
moral and volitional dimension (Berscheid, 1993). However, McKnight et al., (2011) posit that
with technology there is still trust. This will focus on a specific technological object which
they interpret as being a “human created artefact with a limited range of capabilities that
lacks volition and moral agency” (p. 125). However, as the technological object will lack
volition and moral agency, trust may reflect perceptions about the attributes of the
technology rather than its motives and/or moral agency (McKnight et al., 2011). Within a
techno-service system context, there may be no central or individualized object (person or
device) on which to focus trust decisions. Within such systems, there is potential for
interpersonal and technological characteristics and attributes to be indistinguishable from
each other thus making judgements about moral and volitional issues impossible.

Nature of trustor’s expectations
When contemplating trust, individuals will consider different attributes and have different
expectations about the object on which the trust decision is being based (Mayer et al., 1995;
McKnight et al., 2011). An examination of the trust literature identifies common themes or
threads related to such attributes which may be “abstracted from the multiplicity of trust
conceptualisations across disciplines” (Bhattacherjee, 2002, p. 213). The following
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discussion focusses on only those attributes that have consistently appeared when theorists
within these interpersonal- and technology-related disciplines have examined trust.
Drawing on this dialogue, this paper theorises their appropriateness and form within a
techno-service system context. This is summarized in Table I and elaborated below.

Object attribute Interpersonal Technology
Posited within
techno-service systems

Familiarity and
understandability

Knowledge and understanding
of dispositional attributions and
traits of partner (e.g. Rempel
et al., 1985)

Employing procedures, terms
and cultural norms that are
familiar and understandable
(e.g. Madsen and
Gregor, 2000)

Users forming mental models
to predict future behaviour of
smart service system

Reliability
predictability and
consistency

Acting in a predictable manner
whilst exercising volition or
freedom to choose (e.g. Sekhon
et al., 2014)

Recognition that technology
has no volition but may still
function properly and
on a consistent basis
(e.g. McKnight et al., 2011)

Whether the smart service
system may be relied on to
perform its key tasks

Integrity Adhering to a set of established
norms or procedures perceived
as being “fair and reasonable”.
Generally referring to notions of
“honesty”, “credibility”,
“fulfilment of promises”
(e.g. Killinger, 2010)

Refers to the notion of “data
integrity” and covers users’
perceptions that personal data
will not be changed without
users being given notice
(e.g. Pfleeger and
Pfleeger, 2011)

Related to issues of procedural
fairness and adherence to
processes regarding the
management of personal
information within the smart
service system

Competence/
expertise and
functionality

Generally signals the ability or
power to achieve an outcome.
Frequently associated with
experience and expertise
(e.g. Moorman et al., 1992)

Technology has the attributes
to deliver the functionality
promised to complete a task
(e.g. McKnight et al., 2011)

Refers to the ability of the
smart service system to
complete a task

Security Refers to notions of the risk of
indiscretions and the
assumption that sensitive
information revealed through
intimate disclosures will not
deliberately or inadvertently be
shared (e.g. Sheppard and
Sherman, 1998)

Perceived ability to fulfil
security requirements such as
authentication, encryption
and non-repudiation
(e.g. Cheung and Lee, 2001)

Refers to feelings of security
specifically related to issues of
information management
when interacting with another
entity within a smart service
system

Personalization Dyadic interactions between
intimates resulting in
understanding and
“caring responses”
from partners (e.g. Rempel
et al., 1985)

The extent to which an object
understands and represents
the personal needs of the user
(e.g. Komiak and
Benbasat, 2006)

Understanding user needs
and the generation of relevant
and personalized
recommendations
“Only here, only me and
only now”

Benevolence and
helpfulness

Acting in the other party’s
interest and offering help when
needed. Implicit within this is a
lack of opportunistic behaviour
(e.g. Mayer et al., 1995)

No sense of emotive caring
but users may consider the
“help” function will provide
necessary advice to complete
a task (e.g. Beatty et al., 2011)

User’s perception that the
smart service system will
act according to the user’s
best interest

Faith/Belief Belief based on non-rational but
may be triggered by evidence,
signs or experience
(e.g. Castelfranchi and
Falcone, 2010)

Belief that technology will
perform in situations in which
it is untried (e.g. Madsen and
Gregor, 2000)

Belief that a smart service
system will perform
appropriately even when there
is limited understanding and/
or familiarity

Table I.
Conceptual

comparisons of trust
between interpersonal,

technological and
techno-service

systems literatures
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Familiarity and understandability
Within an interpersonal trust context, familiarity and understanding is widely recognized as
referring to a knowledge and comprehension of the dispositional attributions and traits of a
partner (Rempel et al., 1985). From a technological perspective, familiarity refers to an entity
employing procedures, terms and cultural norms that are “familiar, friendly and natural”
(Madsen and Gregor, 2000). The potential complexities of IoT systems previously highlighted
suggest the notion of “forming a mental model of a system and consequently being able to
predict its future behaviour” ( Janson et al., 2013, p. 5) may be particularly pertinent in forming
trust judgements within such contexts (Söllner et al., 2014).

Reliability, predictability and consistency
From an interpersonal trust perspective, reliability, predictability and consistency relates to
the degree to which an individual can be relied on to act in a predictable manner whilst
exercising their volition or freedom to choose (McKnight et al., 2011). Whilst recognizing that
technology has no volition, it may still function in an unreliable or erratic manner
(McKnight et al., 2011). Hence, within this context, the work of Cho et al. (2015) and
McKnight et al. (2011) is drawn on to propose that reliability refers to the belief that the
techno-service system will operate properly and in a consistent manner.

Integrity
Killinger (2010) defines personal integrity as “the quality of being honest and having strong
moral principles; moral uprightness”. However, when referring to integrity, Bhattacherjee
(2002) proposes that adhering to a set of rules or procedures is not adequate in itself.
Such procedures must be perceived as being “fair and reasonable”. Integrity generally refers
to notions of “honesty”, “credibility”, “fulfilment of promises” (Sekhon et al., 2014) and
“doing the right thing” (Butler, 1991). Pfleeger and Pfleeger (2011) suggest integrity within
technological contexts refers to notions of “data integrity” and encapsulates users’
perceptions that personal data will not be changed without users being given notice. Within
a techno-service system context it is proposed that integrity is related to procedural fairness
insofar as there is perceived to be reasonable adherence to processes and procedures
regarding the management of personal information within such systems.

Competence, expertise and functionality
Competence as an attribute is frequently associated with “experience” and “expertise”
(e.g. Moorman et al., 1992; Doney and Cannon, 1997) and signals the capacity to achieve an
outcome (Sekhon et al., 2014). Users consider whether a technological device has the
attributes to deliver the functionality promised to complete a task (McKnight et al., 2011).
For the purposes of this research it is proposed that competence, expertise and functionality
refer to the perceived ability of a techno-service system to achieve a particular outcome.

Security
Drawing on interpersonal trust literatures, Sheppard and Sherman (1998) identify security
as being related to the risk of indiscretions insofar as the trustor assumes that sensitive
information revealed through “intimate disclosures”will not deliberately or inadvertently be
shared by a partner. Within a technology context, consensus suggests perceived security
focusses on the ability to fulfil security requirements such as authentication, encryption and
non-repudiation (e.g. Cheung and Lee, 2001). It is posited that within a service system
context, security refers to how secure a user feels interacting with the overall system and
more specifically, the extent to which they believe the system is “secure for collecting
and transmitting sensitive information” (Salisbury et al., 2001; Gefen and Pavlou, 2012).
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Personalization
From an interpersonal trust perspective, dyadic interactions “between intimates” will result
in distinctive and individualized “caring responses” (Rempel et al., 1985). Within a
technological context, Komiak and Benbasat (2006) posit that personalization refers to the
extent to which an object interprets and represents the personal needs of the user. Within
techno-service contexts it is proposed that the interpretation of user needs and the reasoning
processes related to these will generate perceived personalized provision of
recommendations to the user (e.g. Söllner et al., 2014). From a user perspective, this may
be interpreted as “Only here, only me and only now” (Chen, 2012).

Benevolence and helpfulness
Interpersonal literature generally surmises that benevolence and helpfulness are attuned to
acting in the other party’s interest (Mayer et al., 1995). Implicit within this is a lack of
opportunistic behaviour (Morgan and Hunt, 1994). However, because technology has no
moral agency, there is no sense of emotive caring and helpfulness becomes a purely
instrumental process (Beatty et al., 2011). Hence, McKnight et al. (2011) posit that users may
consider the “help” function on technological devices as providing the necessary advice to
complete a task. From a techno-service system perspective, benevolence and helpfulness
have been interpreted as the user’s perception that the system will holistically act in their
best interest and provide advice when necessary or requested to do so.

Faith
At an interpersonal level, faith refers to a belief based on non-rational grounds
(Castelfranchi and Falcone, 2010) that may be triggered by evidence, signs or experience
(Cho et al., 2015). From a technological perspective, Madsen and Gregor (2000) discuss faith
in terms of the belief that an object will perform even in situations where it has not
previously been applied. These are reflective of our interpretation within a techno-service
system insofar as faith may be based on a limited understanding and/or familiarity with a
system but a belief that it will perform appropriately.

This review of the literature identifies a number of issues that question the
appropriateness of trust models that draw on the extant human-technology-trust literatures
to techno-service contexts. To this end, the purpose of this study is to offer empirically
generated understandings of trust within such contexts. In doing so, possible trust
attributes pertinent to techno-service systems are identified and theorised.
Having introduced these, the next section details the processes used to “discover”
(Floyd andWidaman, 1995) how these trust components interact within potentially different
techno-service contexts.

Methodology
In designing the methodological approach, the imperative was to capture and
communicate the potentially complex and all-pervading but frequently inconspicuous
nature of ubiquitous technologies within IoT contexts. To address this challenge,
a three-stage approach was adopted: first, scoping potential applications; second,
developing and testing scenarios based on these; and third, conducting a quantitative
survey using the identified constructs.

Scoping potential applications of the IoT
Whilst the IoT is a rapidly evolving service environment, it is as yet still piecemeal in its
emergence, thus the precise nature and manifestation of service environments and how
these will evolve is unclear. For this reason, traditional research methods into the nature of
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consumer behaviours within such a context seem inappropriate. Visualizing the
characteristics and complexity of systems that do not currently exist is problematic and
may present challenges to potential respondents. To address this, this research draws on
transdisciplinary techniques to help frame likely research questions that are both relevant
and aligned with practice. Ozanne et al. (2011) propose that in order to advance consumer
research, a more transformative practice should be undertaken, where transdisciplinary
approaches help to frame problems and potentialities from the consumer perspective
(Nicolescu, 2002). Consequently, research is conceptualized more broadly and the impact is
more meaningful (Mick, 2006; Ozanne et al., 2011). Arts have been suggested to be
particularly helpful in thinking about consumption practices in new ways, not least
because they assist in generating interesting and engaging ways to express ideas
(Ozanne et al., 2011). Capitalizing on the visual character of contemporary consumer
culture has already been established as a methodological process in marketing research
(e.g. Belk and Kozinets, 2005; Lemke, 2007; Schembri and Boyle, 2013). Despite this, a
filmic approach to storytelling has received little attention as a potential contribution to
marketing. It has been argued, however, that videography is useful in documenting and
describing happenings, events and artefacts that disclose experiences for analysis
(Sayre, 2001; Belk and Kozinets, 2005). Therefore, the research drew on the scientific,
technology and artistic communities to devise visual materials with which to engage
consumers in discussions that identify key issues for research.

Developing and testing scenarios
Pauwels’ (2011) three-stage integrated framework of visual social research is used to
structure the projective materials (origin and nature of visual; research focus and design;
and, format and purpose):

(1) The origin and nature of visuals: the first stage involved identifying a breadth of
emergent IoT technologies and classifying them by potential use, according to
scientific and technology development intentions. This was not an exhaustive
process but thematically generative in nature. During this stage, “found images”
were collated (Pink, 2007; Pauwels, 2011) and descriptions of key IoT applications,
noting sources and acceptable uses. Images from a range of internet sources using
key search terms were generated through participation in thematically related
virtual communities (social media special interest groups, often comprising early
adopter consumers as well as artists, scientists and technologists). The resultant
data set of images was initially grouped by practical applications of the
technologies; thereafter a single image representing each different technology-in-use
was identified. In some instances, this represented an imagined future use scenario
or product. This material was accumulated over a period of four years.

(2) Research focus and design: content analysis (Krippendorff, 2013; Berelson, 1952)
revealed cultural contexts for IoT technologies that related to three overarching
areas of potential consumer application: managing personal health and well-being;
social and home life; and, travel. Using these contexts, storyboards and scripts that
depicted scenarios of IoT technologies in use were then developed with the intention
of developing these into films. In order to visualize scenarios, and ensure films
remained short, fictional idealized characters and actions were devised that could be
further developed to illustrate consumption practices and patterns within an IoT
context. Stories were then generated that enabled interactions between characters,
extrapolating the potential of the technologies in use to connect actors across
networked communities with devices with the service environment.
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(3) Format and purpose: this stage involved pre-testing the devised scenarios to
evaluate the relevance and realism of IoT contexts. A focus group discussion was
used, involving a cross-section of 15 researchers and industry participants with
different disciplinary interests (science, technology, arts and marketing) and levels
of knowledge and experience of IoT development and application. The primary aim
was to explore any unintended influences in the representational practices and
characters within the storyboards constructed in the previous stage. Feedback was
positive and receptive, resulting in minor amendments to scripts to more tightly
define servicescapes of use (see Appendix 2 for final scripts of characterizations of
actors and the scenarios).

In order to depersonalize characters, and minimize production costs, a machinima
filmmaking technique was used to animate visuals. Machinima (machine-cinema) is a
relatively low cost creative medium that uses 3D computer video games to make high
definition animated films. One such game environment commonly used is Second Life®.
An experienced film producer/director was selected and briefed to translate the visual and
textual scenarios into short films. The producer/director was responsible for recruiting
actors, designing and building sets, directing, editing and production. The researchers
viewed interim stages of the process, commented on set designs, characters and enacted
scenarios, including the interplay between and hierarchy of elements in each film.
A voiceover describing the characterisations, scenes and actions was used to add depth and
as a creative device. In all, three scenarios were created with a separate introduction to the
scenarios that introduced the characters to participants. These were subsequently
embedded as a projective tool into three versions of a questionnaire and cross-sectional data
collected related to trust dimensions for these. The next section describes the methodology
and findings related to this stage of the research.

The quantitative survey
The questionnaire comprised three key parts. The first section consisted of questions designed
to collect classification information relating to age, gender, etc. The next section comprised a
series of questions related to abstract attitudes to technology. These centred on behavioural
and generalized attitudes in relation to trust in technologies (McKnight et al., 2002) and
perceived risks of using technologies (Yan et al., 2014). Respondents were then required to view
the film “Introduction to the Walker Family” and were asked to rate how realistic they
considered the scenario depicted in the film to be (very realistic, realistic, unrealistic and very
unrealistic). Subsequently, using a quota process, respondents were allocated to one of the three
filmed scenarios depicting applications of IoT. Again, they were asked to rate how realistic they
considered the scenario to be (very realistic, realistic, unrealistic and very unrealistic).
Pre-existing indicators for the relevant trust constructs identified were used to examine trust
dimensions. More precisely, indicators for reliability (McKnight et al., 2011), benevolence
(Bhattacherjee, 2002), faith (Madsen and Gregor, 2000), personalization (Komiak and Benbasat,
2006), security (Salisbury et al., 2001), competence (McKnight et al., 2002), understandability
(Madsen and Gregor, 2000) and integrity (McKnight et al., 2002) were employed. These were
adopted and adapted to each IoT context. Details of themeasurement instrument may be found
in Appendix 3. To assess each item, a five-point Likert scale was used that asked respondents
to “rate the extent to which you would agree or disagree with the following statements”
(1¼ strongly disagree and 5¼ strongly agree). The questionnaire was extensively pre-tested.
This was achieved by administering the questionnaire with two sets of respondents. The first
set comprised of a pilot group of respondents. The second set comprised “academics
knowledgeable in the field” (Bagozzi, 1994). Feedback provided by each group was
subsequently incorporated in the questionnaire and appropriate amendments made.
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Data collection
Data were collected in early 2016. Employing a global market research agency within
New Zealand, a quota sampling process was used to ensure a sample representative of the
national population in terms of age and gender (over 18s only). The data were collected
using an online interface (Deutskens et al., 2006). In total, 1,200 usable responses (400 per IoT
scenario) were collected and analysed.

Findings
Data were analysed using SPSS (Version 22) software. Prior to conducting the analysis, it
was necessary to check how realistic respondents perceived the three film scenarios and
introductory film to be. In total, 88.2 per cent of all respondents considered “Introduction to
the Walker Family” to be “realistic” or “very realistic”. In total, 88.5 per cent of assigned
respondents considered the Household Management (HHM) System scenario to be “realistic”
or “very realistic”. In total, 67.5 per cent of assigned respondents considered the Travel
Management (TravM) System scenario to be “realistic” or “very realistic” and 75 per cent of
assigned respondents considered the Treatment Management (TM) System scenario to be
“realistic” or “very realistic”. These values were considered sufficiently high to continue
with analyses. Descriptive statistics for the sample are provided in Table II.

An analysis of the bi-variate correlation table revealed a large number of items to be
moderately or highly correlated with a significant number of r values of 0.50 or higher
(Cohen, 1988). This would suggest issues with discriminant validity (see Appendix 4)
(Bagozzi et al., 1991; McKnight et al., 2002) Additionally, α tests of the original scales within
each context ranged from 0.644 to 0.88. Given that these constructs had never been tested
together before and given the unique nature of the contexts in which they are being applied,
it was deemed appropriate to conduct exploratory factor analysis (EFA) to identify
underlying dimensions within each construct.

EFA of the trust component of the survey instrument was conducted across the three
scenarios. Initially, the suitability of the data for factor analysis was assessed across all
three scenarios. Inspection of the corresponding correlation matrices for each scenario revealed
the presence of a large number of coefficients of 0.3 and above. The Kaiser-Meyer-Olkin value
exceeded the recommended value of 0.6 (Kaiser, 1970) in all three contexts (0.955 for the Travel
Management System, 0.960 for the HHM System and 0.970 for the TM System). Additionally,
Bartlett’s test of Sphericity (Bartlett, 1954) reached statistical significance within all three
scenario data sets. Preliminary findings suggested differences in the results for the
dimensionality of trust across the IoT scenarios presented. These are now discussed.

The transport (TravM) system scenario
This EFA resulted in a three-factor solution accounting for 64.1 per cent of the variance.
All items loaded significantly with a minimum of 0.35 for a sample of this size (Hair et al., 1995).
With one item there was significant cross-loading (“The TravM system would know what
I want”) and this item was removed from further analysis (see Table III). Loading on Factor
1 accounted for 52.8 per cent of variance, loading on Factor 2 accounted for 7.2 per cent of the
variance and loading on Factor 3 accounted for 4.1 per cent of the variance. The reliability
of all the scales was established by utilizing Cronbach’s α. Factors 1, 2 and 3 had α scores of
0.931, 0.806 and 0.841, respectively. These values are all above 0.7, so the scales can be
considered reliable for this sample with this test.

The HHM System scenario
This EFA resulted in a two-factor solution accounting for 61.3 per cent of the variance. All items
loaded significantly. Again, one item cross-loaded (“The HHM system would be honest”)
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and this item was removed from further analysis (see Table IV). Factor 1 accounted for
55.0 per cent of variance and Factor 2 accounted for 6.3 per cent of the variance. Once again, the
reliability of the scales was established by utilizing Cronbach’s α. Factors 1 and 2 had
α scores of 0.912 and 0.847, respectively and, being above 0.7, may be considered reliable for this
sample with this test.

The TM System scenario
This EFA resulted in a one-factor solution accounting for 65.3 per cent of the variance.
All items loaded significantly suggesting trust within this context is uni-dimensional
(see Table V). The Cronbach’s α for this dimension was 0.971 suggesting the scale can be
considered reliable with this test.

Overall (n¼ 1,200)
Age (%) 18-25 26-40 41-55 56-70 71+
Gender (%) Male Female

46 54
Education (%) No formal

qualifications
School leavers Certificate or diploma Degree Post-graduate

7 26 28 24 15
Living environment Rural Semi-Rural Urban

9 15 76

Scenario: the Transport (TravM) System scenario (n¼ 400)
Age (%) 18-25 26-40 41-55 56-70 71+

16 27 20 29 8
Gender (%) Male Female

45 55
Education (%) No formal

qualifications
School leavers Certificate or diploma Degree Post-graduate

7 27 25 26 15
Living environment Rural Semi-Rural Urban

10 14 76

Scenario: the Household (HHM) System scenario (n¼ 400)
Age (%) 18-25 26-40 41-55 56-70 71+

17 27 22 25 9
Gender (%) Male Female

46 54
Education (%) No formal

qualifications
School leavers Certificate or diploma Degree Post-graduate

7 26 27 25 15
Living environment Rural Semi-Rural Urban

11 16 73

Scenario: the Treatment (TM) System scenario (n¼ 400)
Age (%) 18-25 26-40 41-55 56-70 71+

16 27 20 24 13
Gender (%) Male Female

48 52
Education (%) No formal

qualifications
School leavers Certificate or diploma Degree Post-graduate

6 26 30 20 19
Living environment Rural Semi-rural Urban

8 14 78
Table II.

Descriptive statistics
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Item
Factor 1:
constancy

Factor 2: understandability
familiarity

Factor 3: performance
assessment

Safe place to coll. and rec.
sensitive info. 0.943
Concerned about my personal privacy 0.821
Faith in the TravM system providing
the best advice 0.767
Accept the TravM system’s advice 0.701
Truthful in its dealings with me 0.700
Would keep its commitments 0.688
Has the skills and expertise to make
correct decisions 0.675
Feel secure with sensitive info.
being collected 0.674
Would act in my best interest 0.629
Would be honest 0.615
Would be dependable 0.560
Would be open and receptive to
my needs 0.499
Understand how work 0.899
Understand how assist me
with decisions 0.787
Easy to follow what does 0.773
Would perform reliably 0.799
Would do its best for me 0.784
Would correctly use the
information provided 0.775
Would understand my needs 0.729

Table III.
Factor analysis results
for the trust
component in the
Transport
Management (TravM)
System scenario

Item
Factor 1:
constancy

Factor 2: experiential-based
performance assessment

Safe place to coll. and rec. sensitive info 0.945
Accept the HHM system’s advice 0.880
Feel secure with sensitive info. about me
being collected 0.848
Faith in the HHM system providing the
best advice 0.825
Concerned about my personal privacy 0.777
Would act in my best interest 0.711
Has the skills and expertise to make
correct decisions 0.671
Would keep its commitments 0.556
Would be dependable 0.574
Would know what I want 0.564
Would understand my needs 0.561
Would be open and receptive to my needs 0.550
Truthful in its dealings with me 0.527
Understand how work 0.793
Easy to follow what does 0.679
Would do its best for me 0.675
Would correctly use the information I would
provide to it 0.588
Would perform reliably 0.546
Understand how assist me with my decisions 0.537

Table IV.
Factor analysis results
for the trust
component in the
Household
Management (HHM)
System scenario
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To further assess discriminant validity, an analysis of the bi-variate correlation tables for
each scenario was conducted (see Appendices 5-7). Within the Transport (TravM) System
scenario, the majority of items demonstrate moderate to high correlations with other
convergent items measuring the same or primary dimension (see Appendix 5). However,
there are issues of discriminant validity with the “reliability” and “would understand my
needs” items that demonstrate moderate correlations with a number of items other than
their primary dimension. Similarly, within the HHM System, the majority of items
demonstrate moderate to high correlations with convergent items measuring the same or
primary dimension (see Appendix 6). However, with the “reliability”, “understand my needs”
“correctly use information”, “would do its best for me” and “understand how to assist me
with decisions” items, moderate correlations with a number of items other than their
primary dimension is demonstrated. With the TM System, all items demonstrate moderate
to high correlations with other items suggesting discriminant validity (see Appendix 7).
Since this research has been exploratory in nature, these results suggest further
development is required into the validation, measurement and refinement of instruments
measuring trust within differing contexts.

Discussion
In the Travel Management System scenario, respondents have the ability to understand and
consequently form a mental model of the system ( Janson et al., 2013) based upon the
widespread ownership and hence familiarity and understanding of current GPS technology.
This has resulted in a separate loading of items related to understandability on a factor that
has been labelled “Understandability-Familiarity”. Similarly, criteria used to assess the
performance of the Travel Management System and its optimization of journey parameters,
such as time and distance, will also be familiar and understandable to most respondents.
This has resulted in items related to performance assessment (e.g. reliability, correct use of
information provided, etc.) loading as a separate trust factor that has been labelled
“Performance Assessment”. However, whilst understanding and familiarity are considered
core components of trust, there may be new or unfamiliar situations where there is

Item Factor 1: system-wide trust

Would keep its commitments 0.861
Would act in my best interest 0.860
Would be dependable 0.849
Would correctly use the information I would provide to it 0.842
Safe place to coll. and rec. sensitive info. 0.838
Would be open and receptive to my needs 0.829
Faith in the TM System providing the best advice 0.828
Would know what I want 0.824
Would understand my needs 0.811
Would be honest 0.809
Feel secure with sensitive info. about me being collected 0.805
Has the skills and expertise to make correct decisions 0.803
Would perform reliably 0.800
Accept the TM system’s advice 0.800
Truthful in its dealings with me 0.795
Concerned about my personal privacy 0.784
Would do its best for me 0.784
Easy to follow what does 0.781
Understand how assist me with my decisions 0.769
Understand how work 0.642

Table V.
Factor analysis results

for the trust
component in the

Treatment
Management (TM)
System scenario
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decreased familiarity on which to base understanding and hence imperfect knowledge
exists. This may be the case with the HHM System scenario. It is posited that whilst
respondents are familiar with the majority of the devices portrayed in this scenario as
stand-alone “things” (e.g. washing machines, vacuum cleaners, dishwashers, etc.), they are
unfamiliar with the notion of how these would function as a holistic networked system and
consequently uncertainty surrounds the criteria by which respondents would assess such a
system’s performance. Within these contexts, understanding is no longer a separate trust
dimension. Understandability and familiarity, together with the ability to gauge the
performance of the system, are perceived as being interrelated and load together onto
one factor. This trust dimension has been labelled “Experiential based performance
assessment”. Within both of these scenarios there is one factor with almost identical item
loadings. This factor is characterized by items related to acceptance, commitment, security,
truth and honesty, and reflective of a generalized confidence or faith in the relevant system
performing appropriately. Within both these scenarios this dimension has been labelled
“Constancy” to reflect the notion that the relevant system will be trustworthy in terms of
being “unchanging or unwavering as in purpose, loyalty or faithfulness”.

Experience with the content portrayed in the TM scenario is also likely to be low which has
a significant impact on the ability to make performance assessments. This situation is likely to
be exacerbated given the credence-based nature of the service portrayed in the scenario.
Consequently, trust becomes uni-dimensional and is based on confidence or faith in the entire
system performing appropriately. Hence, this dimension has been named “System-wide trust”.
The notion of system-wide trust has previously been explored in the technology and
psychology literatures. This is a means of evaluating the reliability of a system’s compliance
(Keller and Rice, 2010) with user expectations of its performance. Trust in this context relates
to the predictability of behaviour in the system (Geels-Blair et al., 2013). However, perceptions
of predictability by the user may be a function of preferences, which vary according to user
savviness (competency) in relation to the IoT, as well as psychographic and behavioural
factors (e.g. Briggs and Thomas, 2015; Sillence and Briggs, 2008). This may be derived
not from direct experience of the system itself but through agent-based trust and trust
acquired from the behaviours of other similar techno-service system customers or, indeed,
other techno-service systems with which they have interacted. Consequently, they are able
to draw on these experiences to “fill in the gaps” of their knowledge (Denning, 2015) and to
mitigate risks and base their trust decisions. Identifying the predictors of system-wide trust
would be an interesting direction in which to direct further research.

This research has also identified an emergent category of actor within IoT systems that
could potentially fulfil a role attuned to that of a trust manager (Cho et al., 2015). All three
scenarios, to varying degrees, identified a faith-based or constancy dimension to trust
within IoT contexts. A trust management system could potentially provide users
(consumers) with estimates of the reliability of behavioural responses within the system for
particular operations under conditions of imperfect knowledge and uncertain risk, hence
informing decision making. In effect, it could provide a level of assurance (soft security) for
users who may then take some informed action to influence the flow of information across
the system. These findings broadly reflect Bapna et al.’s (forthcoming) levels of trust within
a social network based on familiarity with the relationship context. For example, where
social ties are stronger among actors, a consequence of more frequent interaction, trust is
stable, irrespective of whether it is extrinsically or intrinsically motivated. Thus, from a
managerial perspective, one way that system-wide trust may be facilitated is to increase the
visibility and number of interactions with the techno-service system via the trust manager.
The challenge in this approach is that from individual suppliers’ perspectives within the
network, an increase in interactions may not be cost effective. An important role for any
trust manager solution is, therefore, to optimize the network flow between all actors.
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Finally, these results suggest that taken overall, the dimensionality of trust factors
within differing techno-service smart systems varies depending on some underlying but
as yet, unidentified phenomenon. This has implications for the ways in which trust is
conceptualized and used for different types of techno-service system: the research highlights
that traditional measures of relational (dyadic) trust are not effective predictors of trust in
these contexts. This suggests further research into the validation, measurement and
refinement of instruments that assess trust within such contexts is required.

Conclusions
This research has identified how current dimensions of interpersonal- and technology-
based trust within the extant literature may be inappropriate within some IoT
techno-service contexts (e.g. Morgan and Hunt, 1994; Bapna et al., forthcoming).
Additionally, insights provided have been into the dimensionality of trust in
circumstances where service users engage not with individual actors within a complex
network but with a holistic techno-service system. The trust dimensions identified
(constancy, understandability/familiarity, performance and system-wide trust) are
broader in nature than previous findings within other contexts. However,
in interpreting this, it is posited that IoT techno-service system users may, to varying
degrees, have a limited perspective of the complexity of the system and the entities
and processes it encompasses. Consequently, many of the specific interactions of and
interdependencies between actors and objects described in the scenarios are beyond the
cognition of potential users. This is unsurprising when one considers the IoT potentially
represents thousands of simultaneous interactions between “things” (some human, some
machine-based, and others being machines assuming human behaviours). In such
circumstances, trust becomes confidence in or faith that a system as a whole will
perform appropriately. For those that engage in these contexts, it is possible that
socio-technological systems facilitate participatory access to knowledge, reflecting
Mumford’s (2006) point that “voluntary simplicity” leads to increased quality of life.

It is envisaged these findings will have important implications for managers and firms
providing elements of the services enabled through IoT technologies in a number of trust
areas. First, that trust decisions by end users may be delegated to agents that are capable of
making intelligent interpretations of available information (e.g. Sillence and Briggs, 2008),
i.e., trust managers. Given the complexity and multi-layered nature of potential IoT
techno-service systems, it is proposed that this may apply to firms who provide, moderate
and improve aspects of system information flow through their propositions and who
ultimately deliver end-user services. This implies a need for a different level of
“market sensing” than traditionally undertaken by firms. It is apparent from the contexts
described, and the research findings related to each, that a trust manager is most likely to
be a machine that is capable of analyzing large and continually evolving data sets.
Such a machine will need to demonstrate learning capability in order to offer predictive
solutions for users, say by “filling in the gaps” for a specific individual user at early stages
of their techno-service system usage. Such data application demonstrating
“understanding” of actor behaviours in IoT contexts can only be achieved by
computationally modelling the service. In this way, it will optimize alignment between
the multiple dynamic changes in the system as it “learns” (e.g. Ferrucci et al., 2013). As the
research highlights, however, trust is also a dynamic concept, reflecting different contexts
of use and extent of user familiarity, and this too will need to be incorporated into
modelling, in addition to the likelihood of different predictors for each scenario (a matter
for future research to consider).

At this juncture, these aspects are not currently embedded within IT-based facilities at
the techno-service system level. Consequently, future development of “service-on-service”
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(e.g. trust manager) propositions that enable both customers and firms to make informed
decisions (e.g. von Foerster, 2003; Vargo and Lusch, 2011) on appropriate trust-based
interactions in timely ways is an important next step to facilitate adoption among users.
Notwithstanding, the requirement for technological development, this will also necessitate
the development of appropriate skillsets across firms to interpret and respond to new and
emergent classes of data (information and knowledge) that such facilities will render for
management decision making, including the ability to interact with systems through
service agents. For example, consideration of what and how data flow should be controlled
through their proposition into and across other propositions within the system context.
This is not a trivial task, and will require technical, operational and management
level implementation.

There is also likely to be consequential social adaptations made by techno-service
system consumers that represent novel adoption behaviours, particularly where new
types of service value may be derived through systems. One such example is the demand
for predictive analytics that directly influence, say, dietary guidance on the use of specific
ingredients where health benefits will result from long-term use, travel recommendations
where the incorporation of a period of time walking per day will be beneficial, and even
cultural engagement activities that stimulate well-being and inspire future thinking and
creativity. Whilst the intentional and ubiquitous adoption of such services may be
desirable (say, by public sector stakeholders), there are also likely to be unintended and
unpredictable consequences of their use. Within current service system contexts, two
identified patterns of social interactive behaviour have emerged: one is the disengagement
with the technicalities of a system such that “blind” trust has resulted in its ultimate
failure through disembedded use (Lobler, 2014). The other is technological interference
(hacking the system, modifying content, both in increasingly sophisticated ways), which
leads to sub-optimal outcomes for some users and, in worse case scenarios, system failures
(e.g. Pfleeger and Pfleeger, 2011). Therefore, important considerations may not only be the
real-time trust-based proposition as described above but also consumers’ predisposed
engagement with trust-based propositions estimated from their use of other similar
techno-service systems. Needless to say, there are significant ethical and technical
challenges that require examination for these developments to be implemented in practice
involving a broad range of stakeholders (consumers, firms, public sector bodies,
technology providers, etc.).

Furthermore, within such contexts and the various bodies literature considered in
developing this work, issues of risk, risk management and security are inextricably linked
together with trust because of the need to contextualize and evaluate contingent outcomes
(Luhmann, 1995; Giddens, 1990). Consequently, it becomes necessary to devise mechanisms
that oversee risk management, as alluded to above. This may well be analogous to the IS
approaches to risk management of algorithm-based ratings (Friedman et al., 2007;
Aggarwal and Yu, 2008). To extend Sillence and Brigg’s (2008) proposal on the proxy use by
end users of agents that mitigate risks and through which trust decisions are enacted,
however, the emergent role of trust manager (Cho et al., 2015) becomes crucial. Automated
reputation management technology is already in use by end users that provide estimates of
the reliability of behavioural responses (e.g. TripAdvisor) within the system for particular
operations under conditions of imperfect knowledge and certain risk. As such, they are used
by end-customer human actors to inform decision making. These systems do not exist at
present for firm actors in service systems, nor do they accurately reflect the specific
behaviours of users themselves across a networked techno-service system. In effect, such
facilities could provide a necessary level of assurance (soft security) that may then be used
to support decision making in these contexts. This would be another interesting direction to
focus future research.
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Appendix 1

Appendix 2. Scripting the scenarios

Film 1: introduction to the walker family
Two couples, John and Jane and Harry andMaddy, are part of a connected family network. John and Jane
are in their mid-50s, and parents of Harry, who is cohabiting with Maddy, both in their mid-20s and
beginning their busy careers in the city. John and Jane live in a rural environment, over an hour away
from Harry and Maddy by public transport. Jane has recently undergone surgery for breast cancer and is
recovering well, following an ongoing programme of treatment. John is a keen runner, and with their son,
Harry, regularly participates in marathons. Maddy has a broad social network of friends with whom she
likes to keep in touch with via social networks and participation in virtual games. All four are wearing
biometric trackers that capture data about their individual health, well-being and whereabouts status.
The data are shared and used in conjunction with a range of people, devices and environments.

suppliers

suppliers

Customer focused network context

B2C relationship network

B2B relationship network

C2C relationship network

suppliers

suppliers
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customer

network and
big data
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mobile
device
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Figure A1.
Example of a
wearable technology
value proposition
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Film 2: the Travel Manager (TravM) System
At least once a month Harry and Maddy visit John and Jane. Neither of them drive, living and working
in a city there is no need, but getting to Harry’s parent’s home in the country can be challenging. They
use a travel management programme to help them plan their visit. The final ten minutes of their
journey has to be on foot as there is no public transport at that end, but at least the programme
manager tells them about the weather forecast so they can plan what to wear. They enter the time they
would like to arrive at their destination, and the programme manager coordinates their itinerary based
on fastest travel time and best value for money, to optimize their scarce resources.
In this instance, it selects a shared car service with a bus that connects to a train and an automated
minicab, taking just less than an hour overall. The programme manager monitors their journey and
updates as delays occur en route. They receive notifications via their smartphones. If necessary,
it changes their itinerary to ensure their route continues to be optimized in real time. Where the delays
are likely to impact on their arrival plans, it sends status updates to John and Jane, so they can make
adjustments to their plans accordingly.

Film 3: the Household Manager (HHM) System
Harry and Maddy have very busy work and home lives. They both participate in sport three nights a
week and spend some time over their weekend also in sports activities, although this tends to be more
social and together. During the week, Harry and Maddy like to plan their meals so they can focus on
their activities, both are health conscious and like to ensure they have nutritious meals according to
their lifestyle. Harry is in preparation for a marathon and is following a strict diet to maximize his
performance according to his training regime. Maddy also enjoys cooking although has little time to
spend planning exotic meals. Using the parameters of their respective fitness and health programmes
as well as social plans, they select and upload meal ideas each week to their kitchen programme
manager. The programme manager evaluates the data and ensures the appropriate foods are available
for meals. This involves the freezer and refrigerator coordinating which items are defrosted and when;
appropriate stock levels in the store cupboards for dried, tinned and fresh produce are maintained; and
the oven heated to the correct temperature at the best time, ready for when food will be cooked.
The programme manager is connected to the couple’s favourite grocery retailers and automatically
coordinates orders to make use of retailer offers and optimized deliveries, which it dovetails to
the availability at home of either Harry or Maddy. After meals, crockery and utensils are put into the
dishwasher ready for switching on in alignment with the energy consumption target the couple has set
for their home. The washing machine along with other automated household equipment, such as the
robotic cleaner, also align with this target, typically overnight whilst they sleep, or are out at work
during the day.
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Film 4: the Treatment Manager (TM) System
Jane’s tracker monitors her responses to her cancer treatments and feeds back data to a centralized
treatment manager. The treatment manager is based on a large network of data collected from
thousands of patients and best practice in the management of similar treatments from around the
world. In turn, the manager remotely adjusts Jane’s treatment programme to ensure that drug levels
are optimized, also deployed through a discreet wearable device. She is sent status updates and
messages about her condition regularly via her smartphone, and periodically receives a personal call
from a specialist consultant who discusses her progress and has oversight of the treatment manager.

Jane has the option to attend a local treatment centre to top up her drugs as needed, or the device
may trigger a delivery direct to her home, depending on her family and social plans. John, Harry and
Maddy use their smart devices to keep in touch with the progress updates that Jane chooses to share
with each of them, individually and as a family, and this also helps them to plan their family activities
together, such as best days to go out, what to eat, etc.
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Appendix 3. Measurement instrument (Treatment manager)

(1) Understandability (source: Madsen and Gregor, 2000):

• U1: overall, I understand how the Treatment manager system would work.

• U2: overall, it would be easy to follow what the Treatment manager system does.

• U3: overall, I understand how the Treatment manager system would assist me with
decisions I would have to make.

(2) Integrity (source: McKnight et al., 2002):

• I1: overall, I believe the Treatment manager system would be honest.

• I2: overall, the Treatment manager system would keep its commitments.

• I3: overall, the Treatment manager system would be truthful in its dealings with me.

(3) Personalization (Komiak and Benbasat, 2006):

• P1: overall, the Treatment manager system would understand my needs.

• P1: overall, the Treatment manager system would know what I want.

(4) Competence (source: McKnight et al., 2011):

• C1: overall, the Treatment manager system would always have the skills and expertise to
make the correct decisions.

• C2: overall, the Treatment manager system would correctly use the information I would
provide to it.

(5) Security (source: Salisbury et al., 2001):

• S1: overall, I would feel secure with sensitive information about myself being collected and
fed back to me by the Treatment manager system.

• S2: overall, the Treatment manager system would be a safe place to collect and receive
sensitive information about myself.

• S3: overall, I believe the Treatment manager system would be concerned about my
personal privacy.

(6) Reliability (source: McKnight et al., 2011):

• R1: overall, the Treatment manager system would perform reliably.

• R1: overall, the Treatment manager system would be dependable.

(7) Benevolence (Source: Bhattacherjee, 2002):

• B1: overall, the Treatment manager system would do its best to help me.

• B2: overall, I believe the Treatment manager system would be open and receptive to my
needs.

• B3: overall, I believe the Treatment manager system would act in my best interest.

(8) Faith (source: Madsen and Gregor, 2000):

• F1: if I was not sure about a decision, I would have faith that the Treatment manager
system would provide the best advice.

• F2: if I was uncertain about a decision to take, I would accept the advice of Treatment
manager system rather than make it myself.
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