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INTRODUCTION

The regression discontinuity (RD) design was introduced by Thistlethwaite
and Campbell (1960) more than 50 years ago, but has gained immense pop-
ularity in the last decade. Nowadays, the design is well known and widely
used in a variety of disciplines, including (but not limited to) most fields of
study in the social, biomedical, behavioral, and statistical sciences. Many
economists and other social scientists have devoted great efforts to advance
the methodological knowledge and empirical practice concerning RD
designs. Early reviews and historical perspectives are given by Cook (2008),
Imbens and Lemieux (2008), and Lee and Lemieux (2010), but much prog-
ress has taken place since then. This volume of Advances in Econometrics
seeks to contribute to this rapidly expanding RD literature by bringing
together theoretical and applied econometricians, statisticians, and social,
behavioral, and biomedical scientists, in the hope that these interactions
will further spark innovative practical developments in this important and
active research area.

This volume collects 12 innovative and thought-provoking contributions
to the RD literature, covering a wide range of methodological and practical
topics. Many of these chapters touch on foundational methodological issues
such as identification and interpretation, implementation, falsification testing,
or estimation and inference, while others focus on more recent and related
topics such as identification and interpretation in a discontinuity-in-density
framework, empirical structural estimation, comparative RD methods, and
extrapolation. Considered together, these chapters will help shape methodo-
logical and empirical research currently employing RD designs, in addition to
providing new bases and frameworks for future work in this area.

The following sections provide a more detailed discussion of the 12 con-
tributions forming this volume of Advances in Econometrics. To this end,
we first give a very brief overview of the state-of-the-art in the analysis and
interpretation of RD designs by offering a succinct account of the RD liter-
ature. Although our overview covers a large number of classical and recent
papers, it is surely incomplete, as this literature continues to grow and
expand rapidly. Our goal here is not to provide a comprehensive review of
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the literature, but rather to set the ground for describing how each of the
contributions in this volume fits in the broader RD literature.

Overview of the Literature

The RD design is arguably one of the most credible and internally valid
non-experimental research designs in observational studies and program
evaluation. The key distinctive features underlying all RD designs are that,
for each unit under study, (i) treatment is assigned based on an observed
variable Xi, usually called running variable, score or index, and (ii) the con-
ditional probability of treatment status, which equals the probability of
treatment assignment under perfect compliance, changes abruptly or discon-
tinuously at a known cutoff value c on the support of the running variable.
Therefore, in RD designs, treatment assignment occurs via hard-thresholding:
each unit is assigned to the control group if Xi < c, and to treatment group if
Xi ≥ c. The most standard RD setting also assumes that the running variable
is continuously distributed in a neighborhood of the cutoff value, with a
positive density. In this canonical RD framework, the two basic parameters
of interest are the average treatment effect at the cutoff (interpreted as an
intention-to-treat parameter under non-compliance), and the probability
limit of a two-stage treatment effect estimator at the cutoff when compliance
is imperfect (interpreted as a local average treatment effect at the cutoff
under additional assumptions). Most popular estimation and inference
methods in applied work rely on local polynomial regression techniques
based on large sample approximations.

Many departures from the canonical RD design have been proposed in the
literature, spanning a wide range of possibilities. For example, researchers have
considered different RD designs (e.g., multi-cutoff RD or geographic RD), dif-
ferent population parameters (e.g., kink RD or distributional RD), different
estimators and inference procedures (e.g., randomization inference or empirical
likelihood), and even different departures from the underlying canonical
assumptions (e.g., measurement error or discretely valued running variable).
Furthermore, many new methodologies have been developed in recent years
covering related problems such as graphical presentation techniques, falsifica-
tion/validation methods, and treatment effect extrapolation approaches.

Our succinct overview of the classical and recent literature on RD designs
is organized in four main categories: (i) Identification, Interpretation, and
Extrapolation; (ii) Presentation, Falsification, and Robustness Checks; (iii)
Estimation and Inference; and (iv) Software. We then summarize and
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discuss the new contributions in this volume of Advances in Econometrics by
placing them in context relative to these four categories and the associated
references.

Finally, a large list of references to empirical applications employing
RD designs may be found in Lee and Lemieux (2010), Cattaneo, Keele,
Titiunik, and Vazquez-Bare (2016, supplemental appendix), and references
therein.

Identification, Interpretation, and Extrapolation

Hahn, Todd, and van der Klaauw (2001) were the first to formally discuss
identification of average treatment effects at the cutoff in the so-called
Sharp and Fuzzy RD designs, that is, in RD settings with perfect and
imperfect treatment compliance, respectively. They employed the potential
outcomes framework to analyze the RD design, and gave conditions based
on continuity of conditional expectation functions at the cutoff, guarantee-
ing large sample identification of the treatment effect parameters of interest.
Lee (2008) also studied identification in sharp RD designs, focusing on the
interpretation of the estimand in a context where imperfect manipulation of
the running variable prevents units from precisely sorting around the cutoff
determining treatment assignment. In his imperfect manipulation setting,
Lee established continuity of conditional expectations and distribution func-
tions, and offered an heuristic interpretation of RD designs as local random-
ized experiments. Together, these two cornerstone contributions provided
general frameworks for analyzing and interpreting RD designs, which led to
widespread methodological innovation in the RD literature.

Building on the above potential outcomes frameworks, and therefore
focusing on large sample identification of average treatment effects at the
cutoff via continuity assumptions on conditional expectations, more recent
work has studied identification and interpretation of treatment effects in
other RD designs. For example, Papay, Willett, and Murnane (2011) focus
on RD designs with two or more running variables, Keele and Titiunik
(2015) analyze geographic RD designs, Card, Lee, Pei, and Weber (2015)
study regression kink designs (giving a causal interpretation to kink RD
designs), Chiang and Sasaki (2016) focus on quantile kink RD designs,
Cattaneo et al. (2016) investigate RD designs with multiple cutoffs, Choi
and Lee (2016) consider interactions and partial effects in RD settings with
two running variables, and Caetano and Escanciano (2015) exploit the
presence of additional covariates to identify RD marginal effects. See also
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Calonico, Cattaneo, Farrell, and Titiunik (2016) for a discussion of the
potential benefits and pitfalls of employing additional pre-intervention cov-
ariates in the RD design. Many other empirical problems are at present
being placed in the context of, or formally connected to, different variants
of the RD design.

Cattaneo, Frandsen, and Titiunik (2015) present an alternative causal
framework to analyze RD designs, introducing and formalizing the notation
of local randomization. This framework is conceptually and methodological
distinct from the more standard continuity-based framework employed by
the papers discussed previously. In their local randomization framework,
the goal is to formalize the idea of a local randomized experiment near the
cutoff by embedding the RD design in a classical, Fisherian causal model,
thereby giving interpretation and justification to randomization inference
and related classical experimental methods. This alternative approach was
later extended by Cattaneo, Titiunik, and Vazquez-Bare (2017a), where
methodological and empirical comparisons between the two causal inference
frameworks (continuity and local randomization) are also given.

Finally, a very recent strand of the RD literature has focused on the impor-
tant question of extrapolation. It is by now well recognized that an important
limitation of modern identification approaches at or near the cutoff is that the
resulting estimates and inference results are not easily transferable to other
populations beyond those having running variables near the cutoff. There are
now a few recent papers trying to address this issue: Angrist and Rokkanen
(2015) employ a local conditional independence assumption to discuss extrap-
olation via variation in observable characteristics, Dong and Lewbel (2015)
look at local extrapolation via marginal treatment effects and an exclusion
restriction in a continuity-based RD framework, Cattaneo et al. (2016) exploit
variation in multiple cutoffs to extrapolate RD treatment effects also using an
exclusion restriction in a continuity-based RD framework, Bertanha and
Imbens (2016) exploit variation induced by imperfect compliance in fuzzy RD
designs, Cattaneo, Keele, Titiunik, and Vazquez-Bare (2017) exploit variation
in multiple cutoffs but allowing for possible selection into cutoffs, and
Rokkanen (2016) employs a factor model for extrapolation of RD treatment
effects.

Presentation, Falsification, and Robustness Checks

One of the main virtues of the RD design is that it can be easily and
intuitively presented and falsified in empirical work. Automatic, optimal
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graphical presentation via RD Plots is discussed and formally studied in

Calonico, Cattaneo, and Titiunik (2015a). These recent methods offer

graphical tools for summarizing the RD design as well as for informally

testing its plausibility, which can also be done formally using some of the

estimation and inference methods discussed further below.
McCrary (2008) proposed a very interesting and creative falsification

method specifically tailored to RD designs. This falsification test looks at

whether there is a discontinuity in the density of the running variable near

the cutoff, the presence of which is interpreted as evidence of “manipula-

tion” or “sorting” of units around the cutoff. This test is implemented

empirically by comparing the estimated densities of the running variable

for control and treatment units separately. McCrary’s originally implemen-

tation used smoothed-out histogram estimators via local polynomial tech-

niques. More recently, Otsu, Xu, and Matsushita (2014) proposed a density

test based on empirical likelihood methods, and Cattaneo, Jansson, and

Ma (2016a) developed a density test based on a novel local polynomial den-

sity estimator that avoids preliminary tuning parameter choices.
Another more standard, but also quite common, falsification approach in

RD designs looks at whether there is a null RD treatment effect on pre-

intervention covariates or placebo outcomes. The presence of a non-zero RD

treatment effect on such variables would provide evidence against the design.

This idea follows standard practices in the analysis of experiments, and was

first formalized in a continuity-based framework by Lee (2008). Any estima-

tion and inference method for RD designs can be used to implement this

falsification approach, employing the pre-intervention covariate or placebo

outcome as the outcome variable. For example, the robust bias-corrected

local polynomial methods of Calonico, Cattaneo, and Titiunik (2014b) and

local randomization methods of Cattaneo et al. (2015) are readily applicable,

as well as other methods, all briefly discussed below. As a complement to

these estimation and inference methods, Canay and Kamat (2016) recently

developed a permutation testing approach for equality of control and treat-

ment distributions, and Ganong and Jäger (2016) also recently developed a

different permutation-based approach for kink RD designs.

Estimation and Inference

Local polynomial methods are by now widely accepted as the default tech-

nique for the analysis of RD designs. Global polynomial regressions
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are useful for presentation and graphical analysis (Calonico, Cattaneo, &
Titiunik, 2015a), but not recommended for actual estimation and inference
of RD treatment effects (Gelman & Imbens, 2014). See also Wing and
Cook (2013) for a related discussion of parametric methods in RD
designs.

For point estimation purposes, conventional local polynomial methods
were originally suggested by Hahn et al. (2001), and later Porter (2003) pro-
vided an in-depth large sample analysis in the specific RD context. Building
on this work, Imbens and Kalyanaraman (2012) developed mean-squared-
error (MSE) optimal bandwidth selectors for local-linear RD estimators in
sharp and fuzzy designs. Employing this MSE-optimal bandwidth selector
when implementing the corresponding local polynomial estimator gives an
MSE-optimal RD treatment effect estimator, which is commonly used in
modern empirical work.

For inference purposes, Calonico, Cattaneo, and Titiunik (2014b, CCT
hereafter) pointed out that the MSE-optimal local polynomial point
estimator cannot be used for constructing confidence intervals in RD
designs � or for conducting statistical inference more generally � because
of the presence of a first-order misspecification bias. CCT developed new
robust bias-corrected inference methods, based on both removing the first-
order misspecification bias present in the MSE-optimal RD estimator and
adjusting the standard errors accordingly to account for the additional
variability introduced by the bias correction. This new method of nonpara-
metric inference for RD designs works very well in simulations, and was
also shown to deliver uniformly valid inference (Kamat, 2017) as well as
higher-order refinements (Calonico, Cattaneo, & Farrell, 2017a, 2017b). In
addition, Calonico et al. (2017a) develop new bandwidth selection proce-
dures specifically tailored to constructing confidence intervals with small
coverage errors in RD designs. See Cattaneo and Vazquez-Bare (2016) for
an accessible discussion on bandwidth selection and related neighborhood
selection methods.

More recently, Calonico et al. (2016) studied identification, estimation
and inference of average RD treatment effects when additional pre-inter-
vention covariates are also included in the local polynomial estimation.
This paper develops new optimal bandwidth selectors and valid robust
bias-corrected inference methods valid under both heteroskedasticity and
clustering in the data.

As an alternative to local polynomial methods, researchers also employ
flexible methods near the cutoff. This approach is usually justified by assum-
ing some form of local randomization or similar assumption for some
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neighborhood near the cutoff. Building on this intuitive and commonly

employed approach, Cattaneo et al. (2015) and Cattaneo et al. (2017a) pres-

ent a formal local randomization framework for RD designs employing

ideas and methods from the classical analysis of experiments literature. For

estimation and inference, Neyman’s and Fisher’s methods are introduced

and developed for RD designs, though Fisherian inference (also known

as randomization inference) is recommended due to the likely small

sample sizes encountered in the neighborhoods near the cutoff where

the local randomization assumption is most plausible. Keele, Titiunik,

and Zubizarreta (2015) apply these ideas to geographic RD designs,

combining them with a “matching” algorithm to incorporate pre-intervention

covariates.
The methods above focus on estimation and inference of average treat-

ment effects at or near the cutoff, under either a continuity-based or ran-

domization-based framework. There are, of course, other methods (and

parameters) of potential interest in the RD literature. For example, Otsu,

Xu, and Matsushita (2015) discuss empirical likelihood methods for aver-

age treatment effects at the cutoff, Shen and Zhang (2016) discuss local

polynomial methods for distributional treatment effects at the cutoff, Xu

(2016) considers local polynomial methods for limited dependent outcome

variable models near the cutoff, Bertanha (2017) considers estimation and

inference of different average treatment effects in a multi-cutoff RD design,

and Armstrong and Kolesar (2016a, 2016b) discuss nonparametric confi-

dence interval estimation for the sharp average treatment effect at the cut-

off. All these contributions employ a continuity-based framework at the

cutoff, and therefore employ large sample approximations. In addition to

the local randomization framework discussed above, another finite sample

framework for the analysis of RD designs was recently introduced by Chib

and Jacobi (2016), who employ Bayesian methods in the context of fuzzy

RD designs.
Last but not least, some recent research has focused on different depar-

tures from the canonical assumptions employed for methodological and

practical research. For example, Lee and Card (2008) study RD designs

where the running variable is discrete and the researcher employs linear

regression extrapolation to the cutoff, Dong (2015) focuses on RD settings

where the underlying running variable is continuous but the researcher

only observes a discretized version, Lee (2017) studies the issue of classical

measurement error in the running variable, Feir, Lemieux, and Marmer

(2016) explore the consequences of having weak instruments in the context
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of fuzzy RD designs, and Dong (2017) studies the implications of non-ran-
dom sample selection near the cutoff.

Software

Many of the methodological and practical contributions mentioned above
are readily available in general purpose software in R and Stata, while
other contributions previously discussed and many of the contributions
included in this volume can also be implemented using already available
software. Calonico, Cattaneo, and Titiunik (2014a, 2015b) and Calonico,
Cattaneo, Farrell, and Titiunik (2017) give a comprehensive introduction
to software implementing RD methods based on partitioning and local
polynomial techniques, covering RD Plots, bandwidth selection, estimation
and inference, and many other possibilities. Cattaneo, Jansson, and Ma
(2016b) discuss software implementing discontinuity-in-density tests.
Cattaneo, Titiunik, and Vazquez-Bare (2016) give a comprehensive intro-
duction to software implementing RD methods based on a local randomi-
zation assumption, building on the classical analysis of experiments
literature as well as more recent related developments. Finally, Cattaneo,
Titiunik, and Vazquez-Bare (2017b) discuss power calculation and survey
sample selection for RD designs based on local polynomial estimation and
inference methods.

This R and Stata software is available at https://sites.google.com/site/
rdpackages.

Contributions in this Volume

This volume of Advances in Econometrics includes 12 outstanding chapters
on methodology and applications using RD designs. We now offer a brief
overview of each of these contributions, and discuss how they fit into the
RD literature presented previously.

Identification, Interpretation, and Extrapolation

The first six contributions in this volume are related to fundamental
issues of identification, interpretation and extrapolation in RD designs.
The first chapter, by Sekhon and Titiunik, discusses the connections and
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discrepancies between the continuity-based and randomization-based RD
frameworks � the two main paradigms for the analysis and interpretation
of RD designs. The authors introduce the different concepts in a familiar
setting where potential outcomes are random (as opposed to being fixed as
in the classical analysis of experiments literature), and then discuss at
length the issues and features of each of the two most popular conceptual
frameworks in RD designs. This chapter not only clarifies the underlying
conditions many times implicitly imposed in each of these frameworks, but
also gives the reader a unique opportunity to appreciate some of the under-
lying key differences between them.

The second chapter, by Jales and Yu, is truly thought-provoking. The
authors introduce and discuss ideas of identification and interpretation in
settings where a continuous (running) variable exhibits a discontinuity in
its probability density function. They not only review several recent empiri-
cal papers where such a situation arises naturally, but also discuss in great
detail how this reduced form feature can be used to identify useful para-
meters in several seemingly unrelated economic models. This chapter intro-
duces the reader to these ideas and, perhaps more importantly, offers a
general framework for analysis of economic situations where discontinuities
in density functions are present. This contribution will surely spike further
methodological research, both on identification as well as on estimation
and inference.

The third chapter, by Lee and McCrary, provides another intellectually
stimulating instance where identification and interpretation in RD designs
can be naturally enhanced by employing economic theory. This outstand-
ing chapter not only was (when originally written) one of the first to report
a credible zero causal treatment effect of incarceration on recidivism, but
also provides two remarkable and highly innovative methodological contri-
butions. First, it illustrates how modern methodology in RD designs can be
successfully adapted to incorporate the specific features of the empirical
problem at hand (i.e., sample selection and non-random censoring).
Second, it shows how an economic model can be used, together with
reduced form estimates from the RD design, to estimate interesting and
useful structural parameters, thereby offering a tight connection between
reduced form and structural methods in RD contexts.

The fourth and fifth chapters in this volume are closely related to each
other, both focusing on different aspects of geographic RD designs. The
chapter by Keele, Lorch, Passarella, Small, and Titiunik offers an overview
of research designs based on a geographically discontinuous treatment
assignment leading to adjacent treated and untreated areas. The authors
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discuss how the availability of geo-referenced data affects the ability of
researchers to employ this type of design in a pure (two-dimensional) RD
framework. When researchers have access to the exact geographic location
of each individual observation, the geographically discontinuous treatment
assignment can be analyzed in a standard RD setup. In contrast, when infor-
mation about geographic location is only available for aggregate units, these
designs are better analyzed as RD designs with discrete running variables, if
the aggregate units are sufficiently small, or otherwise as geographic “quasi-
experiments,” possibly after controlling for observable characteristics. The
discussion and underlying issues are illustrated with an empirical application,
which shows some of the acute internal validity challenges that are typical in
research designs based on geographically discontinuous treatments (e.g.,
treated and control units continue to have systematic differences even after
adjusting for observables or considering only geographically close units).

The chapter by Galiani, McEwan, and Quistorff illustrates similar inter-
nal validity challenges in geographic-quasi experiments, and also discusses
challenges related to their external validity. To study both types of threats,
the authors use data from an experimental study in development economics
as benchmark. Their empirical study focuses on various geographic designs
that compare treated units close to municipal borders to both experimental
and non-experimental untreated groups. This analysis shows that the geo-
graphic quasi-experiment is unable to recover the experimental benchmark.
This is related to both internal and external validity threats. First, there is
empirical evidence of location-based sorting on observed (and possibly
unobserved) variables, as treated and control units appear systematically
different in at least one important covariate � this raises concerns about
internal validity. Second, the exclusion of units far from the border in the
geographic-quasi experiment is shown to lead to a covariate distribution
that differs from the covariate distribution in the experimental sample.
Because some of these covariates are potential moderators of the treatment
effect, this raises concerns about the external validity of the geographic
quasi-experiment effect. In sum, the discussion and results in Keele et al.
and Galiani et al. suggest that research designs based on geographically
discontinuous treatments offer exciting opportunities to evaluate policies
and programs, but they are also vulnerable to considerable internal and
external validity challenges, setting the ground for much needed future
research in this area.

The sixth contribution, by Tang, Cook, Kisbu-Sakarya, Hock, and
Chiang, focuses on the Comparative RD design, a recently introduced
methodology that incorporates a placebo outcome variable to improve
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extrapolation of average treatment effects in sharp RD designs, in addition

to aiding parametric estimation and inference. The authors present an

insightful review of this novel methodology, and also illustrate its main

practical features by employing an empirical application with an underlying

randomized controlled trial component. This new methodology employs

global parametric methods coupled with an outcome variable unaffected by

treatment but observed over the full support of the running variable, to

improve efficiency in parametric estimation and extrapolation in RD

designs. In their empirical application, the Comparative RD design meth-

odology performs well when compared to the results from the randomized

controlled trial component.

Presentation, Falsification, and Robustness Checks

Two chapters in this volume are related to falsification and robustness

checks in RD designs. The chapter by Frandsen investigates how the idea

underlying the widely used McCrary’s density discontinuity test for manipu-

lation can be adapted and employed in settings where the running variable

is discrete. This is a very important question, as many RD designs employ

discrete running variables. The author develops a new manipulation test

that employs finite sample distributional methods and is justified via large

sample approximations and bounds on the underlying smoothness of

unknown functions. This novel manipulation test complements existing

tests, most of which are only valid when the running variable is continuously

distributed, as well as the simple binomial tests also widely used in practice.
A second contribution in this volume to robustness checks in RD

designs (and, by implication, extrapolation) is the chapter by Cerulli,

Dong, Lewbel, and Poulsen. The authors introduce and discuss a new test

for local stability of RD treatment effects. In particular, this chapter

proposes to test for zero slope change in the average treatment effect at

the cutoff, which is effectively equivalent to testing for a null kink RD

treatment effect. The authors then argue that, whenever there is no change

in the treatment effect of interest relative to the running variable near the

cutoff, the usual sharp treatment effect is more stable and hence provides

a more global result for units near the cutoff. A key feature of this idea is

that it can be implemented quite easily using available modern methods for

RD estimation and inference, which will surely contribute to the popularity

of this test in empirical applications.
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Estimation and Inference

The last four chapters in this volume focus attention on different aspects of
estimation and inference in RD designs. In all cases, these chapters take a
continuity-based approach, employ local polynomial methods, and either
assess the empirical properties of recently proposed methods in the litera-
ture or develop new methods in practically relevant settings.

First, the chapter by Card, Lee, Pei, and Weber offers an insightful and
thorough empirical study of the finite sample properties of the robust bias-
corrected inference methods proposed by Calonico, Cattaneo, and Titiunik
(2014b, CCT) in the context of regression kink designs (and, more generi-
cally, kink RD designs). Their paper offers several valuable lessons for
practitioners hoping to employ the most recent methodological innovations
in the RD design literature. In particular, the authors bring attention to
issues related to (i) choice of polynomial order, (ii) bandwidth selection
methods, and (iii) potential lack of precision of robust methods. These find-
ings are not only important for empirical work, but also set the ground for
future research and further methodological improvements.

Second, the chapter by Bartalotti and Brummet studies bandwidth selec-
tion for point estimation and inference when robust bias-correction meth-
ods are used, in a setting where generic clustering among units is possibly
present. Building on CCT’s recent work under random sampling, the
authors develop a new MSE expansion for sharp RD designs under general
clustering, and employ this approximation to obtain a new MSE-optimal
bandwidth under clustered data. This bandwidth choice is different from
the standard MSE-optimal choice obtained under random sampling, and
can be used to construct an MSE-optimal RD local polynomial point esti-
mator under general clustering. The authors also discuss the special case of
clustering at the running variable level, which is common in empirical work
and leads to important simplifications in the methodology. These new
methods are highly relevant and very useful for empirical work employing
RD designs.

Third, the chapter by Bartalotti, Calhoun, and He introduces a bootstrap
inference method based on robust bias-correction techniques. Building on
CCT’s robust bias-correction approach, the authors develop a double wild
bootstrap method where the first layer of bootstrap is used to approximate
the misspecification bias and the second-layer is used to compute valid
variance and distributional approximations taking into account the bias-
correction first step. The authors also show that the first bootstrap layer
gives a bias estimate that is equivalent to the analytic bias-correction
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proposed by CCT, up to simulation error. These results are not only useful
for empirical work (i.e., they provide an alternative way of implementing
CCT robust bias-correction methods), but also open the door for future
research connecting bootstrapping methods and bias-correction in other
RD designs settings (e.g., with clustered data or when including additional
covariates).

Last but not least, the chapter by Pei and Shen studies RD settings
where the running variable is measured with error, and provides alterna-
tive sufficient conditions guaranteeing identifiability of RD treatment
effects when estimated using the mismeasured assignment variable, the
treatment status, and the outcome variable. The authors study RD settings
where the running variable is either discrete or continuous, thereby
offering quite a complete analysis with wide applicability for empirical
work. These results contribute to a recent literature on this topic, and
more generally to the literature on departures from canonical assumptions
in RD designs, briefly summarized above. The issue of mismeasured run-
ning variables is quite important in practice, and this chapter not only
offers a clear introduction to this important problem, but also sets a
framework for the analysis and interpretation of RD designs with
measurement error. This chapter will surely motivate future work in this
important research area.
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