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Abstract

Purpose – This study aims to explore the implementation of artificial intelligence (AI) in archival practice by
presenting the thoughts and opinions of working archival practitioners. It contributes to the extant literature
with a fresh perspective, expanding the discussion on AI adoption by investigating how it influences the
perceptions of digital archival expertise.
Design/methodology/approach – In this study a two-phase data collection consisting of four online focus
groupswas held to gather the opinions of international archives and digital preservation professionals (n5 16),
that participated on a volunteer basis. The qualitative analysis of the transcripts was performed using template
analysis, a style of thematic analysis.
Findings – Four main themes were identified: fitting AI into day to day practice; the responsible use of (AI)
technology; managing expectations (about AI adoption) and bias associated with the use of AI. The analysis
suggests that AI adoption combinedwith hindsight about digitisation as a disruptive technologymight provide
archival practitioners with a framework for re-defining, advocating and outlining digital archival expertise.
Research limitations/implications – The volunteer basis of this study meant that the sample was not
representative or generalisable.
Originality/value – Although the results of this research are not generalisable, they shed light on the
challenges prospected by the implementation of AI in the archives and for the digital curation professionals
dealing with this change. The evolution of the characterisation of digital archival expertise is a topic reserved
for future research.
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Introduction
Explorations of the use of artificial intelligence (AI) tools have appeared in archival studies in the
past few years. However, many of these articles are mostly limited to testing implementations
or opinion pieces from academia. Considering this landscape, we wish to expand the discussion
of AI technology in archives by empirically exploring the thoughts and opinions of archival and
digital preservation practitioners.

This article attempts to fill the gap by reporting on focus groupswith those working in the
archives sector as practitioners about their thoughts and opinions related to adoptingAI tools
in archival work. Our goal is to situate the current discussion about using AI in archival
practice via the perspective of working archivists.

In doing so, we hope to learn more about the challenges that may exist in a potential wide-
spread implementation of AI technology in the archives field.

We aim to empirically explore potential social issues associated with the use of AI tools in
archival work as perceived by these practitioners, rather than focus on the outcome of a
specific application of the technology. We hope that this focus will add to the conversation
about AI in archives at the current time.

Literature review
Defining AI
Prevailing discussions about “Al and archives” aremediated by the definition of “AI” currently
being used in the discussions. The existing discussions tend to favour social and cultural
definitions of AI over technical definitions that may be used in other fields. The highly cited
Crawford (2021) explains that the definition ofAI shifts overtime.While “AI” is frequently used
in funding applications, the term “machine learning” (ML) is more frequently used in technical
literature. She explains that ML can be understood as a model that can learn from data it has
been given. This model can utilise ML and/or computer vision (CV). While ML focuses on
numerical, categorical, textual and temporal (time series) data, CVutilises visual data. Crawford
(2021) utilises the term ML to refer to technical approaches such as broad scale data mining,
classification of data andCV.The author uses themetaphor of anAtlas to describeAIdue to the
technology’s far-reaching social and infrastructural implications.

Explicit definitions of AI in the context of archives have been offered by a few pieces
situated in archival studies research. In their survey of archival literature, Colavizza et al.
(2022) explain that they utilise the term AI as a proxy for ML, but also use AI “to encompass
the professional, cultural and social consequences of automated systems for recordkeeping
processes and for archivists” (p. 4). Also situated in archives and recordkeeping, Rolan et al.
(2019), references text fromBellman (1978) in their definition: “we understandAI as involving
digital systems that automate or assist in activities that we associate with human thinking,
activities such as decision-making, problem-solving, learning [and] creating” (p. 181). In this
study, we adopt Rolan et al.’s definition of AI.

Access and use
Viewing digital humanists as users of archival collections can also yield insight into existing
thoughts and opinions about archives and AI from the digital humanities (DH) perspective.
This perspective can be considered parallel to archival studies discussions about AI, as it is
written from the perspective of access and use and generally does not consider the work
practices of archival practitioners. Jaillant and Caputo (2022) express frustration at the
inability of archival repositories to make large digital datasets available in a timely manner.
Additionally, Jaillant (2022) noted that the lack of accessibility may impact end users – DH
practitioners included.
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DH, an umbrella term referring to humanities scholarship concerned with the use of
computers as an integrated and essential part of research (Br€ugger, 2016), have published
much more on the use of ML and CV in comparison with archival studies literature. For
“genetic” reasons, most applications of AI in the field of DH are related to computational
linguistics and aremostly grounded in natural language processing (NLP)methods, although
there is a growing interest in working with other media types, including 3D objects. Neural
networks and deep learning techniques are among themost current approaches, enabling DH
researchers to tackle demanding NLP and CV tasks. Examples range from more traditional
use cases such as text analysis from historic and contemporary corpora (Clanuwat et al., 2019;
Kestemont et al., 2017; Tanasescu et al., 2018), image and object classification (Bermeitinger
et al., 2016; Wevers and Smits, 2020), to more particular applications like Egyptian
hieroglyphs recognition, classification and translation (Barucci et al., 2021) or the
development of semantic analysis and comparative query of art-historic collections (Garcia
andVogiatzis, 2019; Jain et al., 2021; Springstein et al., 2021). Gefen et al. (2021) caution against
the intrinsic disruptiveness of AI, which might deeply impact the way we understand,
approach and produce cultural knowledge (p. 196).

Digital humanists’ increased use of AI has urged them to reflect on the nature of their
relationship with archivists – which remained latent until recent times. Sabharwal (2017)
described the concurring interests between these communities, both aiming at the life-cycle
extension of the humanistic data and knowledgewithin the digital landscape (p. 239). Similarly,
Poole and Garwood (2018) analysed the outputs from the digging into data 3 global challenge,
with the goal of defining the roles held by librarians and archivists in highly structured DH
projects. The authors stress that, although the work of archivists (including librarians) in the
examined projects have low visibility, the digital curation and data lifecycle constitute a solid
opportunity for collaboration between digital humanists and archival practitioners.

Within archival studies, AI holds promise for managing the archival backlog. Many ideas
have been proposed over the years to tame the backlog and make collections available to the
public more quickly. Most notable is Greene andMeissner’s (2005) more product, less process
(MPLP) method of arrangement and description, in which records are not described at the
item level in order to alleviate processing backlogs. Crowdsourcing with user generated tags
has also been explored as a method to alleviating processing backlogs (Benoit, 2017, 2018) as
has participatory archives initiatives (Eveleigh, 2014; Roeschley and Benoit, 2019) which
harness the crowd and also attempt to involve users in archival work.

According to Jaillant and Caputo (2022), AI offers potential to sort through backlogs more
efficiently, specifically by more efficiently screening data for sensitivity. The authors state
that “archival collections often close entire collections due to data protection concerns” and
that “closing entire collections for an indeterminate period of time is not ethical, since archives
in publicly funded organisations are meant to be open to the public” (p. 5). The authors also
suggest that archivists should make it easier for (DH) researchers to utilise large datasets for
their work. Writing from the archives perspective, Lee (2018) also supports the use of ML to
review collections for sensitivity, as well as using ML in the appraisal and selection process.
Both authors reference the ePADD (email: Process, Appraise, Discover, Deliver) email project
in their work (https://library.stanford.edu/projects/epadd).

In their thoughts on the future of the archival field, Moss et al. (2018) also write of the
challenges archivists face when trying to provide user access to large digital datasets. They
acknowledge that large datasets have changed research methods in the humanities, using
history as an example. Whereas close reading was previously the dominant researchmethod,
“distant reading” using AI technology, is becoming more common. The authors suggest that
archivists may re-envision their collections as “data to be mined”, echoing Jalliant and
Caputo’s interest in obtaining access to large digital datasets held by archives quickly. Moss
et al. (2018) suggest that as a result, the focus of archival work on arrangement and
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description of historical collections may need to evolve, especially if users might not find
classification as useful for distant reading. However, they note that the largest cohort of
archival users is family historians, not academic researchers. Proctor and Marciano (2021)
suggest that these family historians would be served using CV to extract names and dates
from images. The opinion that arrangement and description may not be as useful as it was
previously is not shared by Randby and Marciano (2020), who state that digital curation,
including description, is a necessary preparation step for application of ML algorithms.

Development of new skills in the context of archives and AI
Developed by a team of academics, computational archival science (CAS) attempts to
combine skills and knowledge from archival science, information science and computer
science to create a new interdisciplinary field. CAS is defined as:

an interdisciplinary field concerned with the application of computational methods and resources to
large-scale records/archives processing, analysis, storage, long-term preservation, and access, with
the aim of improving efficiency, productivity and precision in support of appraisal, arrangement and
description, preservation and access decisions, and engaging and undertaking research with
archival material (Payne, 2018, p. 2743).

CAS considers ML a computational tool, in addition to blockchain technology. Grounded in
archival science, CAS focuses on the nature of the record and application of computational tools
to that record, rather than focussing on data processing which is typical of computer science
(Marciano et al., 2018). Marciano et al. (2018) provide several case studies where collaboration
between researchers from the different fields has enriched project findings. Proctor and
Marciano (2021) provide an example of how CV can be used to process a collection using a CAS
framework. CAS appears to implement what Moss et al. (2018) suggest that archives may need
to be re-envisioned as “data to be mined”. Computational skills may aid in this endeavour. At
the least, CAS skills and knowledge can help archivists understand how their users wish to
access data: as large datasets, a perspective shared by the project Always Already
Computational, resulting in the redaction of the Santa Barbara Statement on collections as
data (Padilla et al., 2019b). Running between 2016 and 2018, the initiative was centred on
understanding and mapping “the current and potential approaches to developing cultural
heritage collections that support computationally-driven research and teaching” (Padilla
et al., 2019a).

Another currently running initiative is InterPARES TRUST AI (https://interparestrustai.
org/), a large project that aims to train students and professionals in these computational
skills. The project goals are to explore AI technologies in the context of records and archives
via case studies at locations around the world.

Social and ethical concerns
In the past few years, archival scholars have provided initial thoughts as to how AI may
impact the field. Moss et al. (2018) does not specifically discuss AI, but their suggestion that
archives be understood as data collections to be “mined” is a nod to the technology that allows
for the mining to occur. Theimer (2018) agrees with this sentiment, suggesting that archivists
need to become data scientists. CAS provides one perspective most notably that the archival
science focus on the nature of the record remains central moving forward (Marciano et al.,
2018; Payne, 2018). Additional opinions take a wider view beyond application to archival
work and ponder how AI technology may change the ways in which archives are perceived
and why this may be a cause for concern.

Rolan et al. (2019) explored how AI technology can automate different aspects of archives
and recordkeeping work. After briefly describing how ML works, the authors describe how
ML might work with an electronic digital records management system (EDRMS). They note
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that some proprietary commercial products have begun to offer the technology via an “AI as a
service” model. One such example is Preservica, which claims to integrate Microsoft Azure
ML into their software products (https://preservica.com/partners/active-digital-preservation-
on-microsoft-azure). Rolan et al. (2019) then discuss the need for case studies to further explore
how AI technology might be applied to archival work. Since 2019, some of these case studies
have come to fruition, such as Randby andMarciano (2020) and Proctor andMarciano (2021).
The authors finish by summarising some on-going projects in Australia that are triallingML.
They make one final important note: many “AI as a service” models offered by large tech
companies such as Microsoft, Amazon and Google typically rely on cloud storage. This may
conflict with recordkeeping law, which prohibits transfer of electronic records outside of a
specific jurisdiction. This serves as one example of the contextual issues that institutions
managing government archives and records may face: while “off the shelf” products are
affordable andmay be customised via an easy to learn interface, these products were initially
set up for private business use andmay not automatically obey local recordkeeping laws. The
design of AI to meet the needs of a capitalist society is one of the issues that Crawford (2021)
describes as a problem when AI attempts to be used in “AI for good” type projects. The
structure of the technology is not necessarily set up to meet the needs of organisations that
lack a profit driven mission. Depending on the type of archive, this presents a problem that
has yet to be completely addressed.

Bunn (2020) explored Explainable AI (XAI), which is described as a focus on shedding
light onMLmodels, which are often understood as a “black box” lacking transparency. Bunn
(2020) links XAI with “accountability, fairness, social justice, and trust” (p. 144). Similarly,
social justice has been of interest in archival studies, which calls into question the colonial
past of much of traditional archival practices and positions archives as tools to support work
toward an equitable society (Duff et al., 2013; Punzalan and Caswell, 2016). Bunn (2020) links
recordkeeping and XAI via the goal of working toward explainability.

Colavizza et al. (2022) explored thoughts and opinions of AI and archives via the approach
of an environmental scan of literature. The authors used 53 articles published on the topic of
archives and AI between 2015 and 2020 as their corpus. They found four broad themes
dominating the literature which they discuss using the framework of the records continuum
model: theoretical and professional considerations, automating recordkeeping processes,
organising and accessing archives, and novel forms of digital archives. Overall, the authors
find that there is a trend in AI being used to probe the traditional definition and concepts of
what an archive is, which would put traditional archival principles such as provenance and
original order “under pressure.” Other scholars have also highlighted the colonialist
overtones of provenance and original order, explaining that they can conflict with diversity
and inclusion goals (Punzalan and Caswell, 2016; Steinmeier, 2020).

Chabin (2020) uses case study to highlight a point also found by Bunn (2020) and
Colavizza et al. (2022) – that other archival and recordkeeping principles may be of use to the
AI field, specifically authenticity. Chabin (2020) uses the case of the data processing
associated with the great debate in France to explain how diplomatic analysis can be used to
enrich a dataset that is used in ML or CV. When compared with discussions over original
order and provenance, it is clear that Colavizza et al.’s (2022) analysis that AI technology is
being used to trigger conversations about the application of traditional archival principles is
accurate. The lingering question from this review is how the archival field may progress this
debate about the archives field in the context of novel technology such as AI.

Method
A series of focus groups held via Zoom were used to gather data about how working archival
and digital preservation practitioners think and feel about using AI technology in archival
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practice. All focus groups received ethics clearance from University College Dublin.
In phase one of data collection, focus group one was held to explore reactions to the use of AI
CV for assisting with item level metadata creation for historical photograph collections as a
way to understand the larger AI issues related to digital preservation work. This focus group
was largely exploratory in nature and was used to develop a baseline of understanding of
relevant issues that would be used to develop questions for the next round of data collection.

In phase two of data collection, focus groups two to four of professionals working at
different institutions in the archival and digital preservation field were asked for their
thoughts and opinions about using AI technology to complete their work. Participants were
recruited via word of mouth and posts made to professional listservs and Twitter.

Participants
Please see Table 1 below for a description of participant demographics.

The volunteer basis of this study meant that the sample was not representative or
generalisable. Focus groups are not designed to provide statistical validity since they mostly
privilege thickness and richness of information (Morgan, 1998). Instead of trying to achieve
saturation (sensu Glaser and Strauss, 2017) as a criterion of representativity, we sought a
good trade-off between the quality of the insights and the number of focus groups to run – as
suggested by Carlsen and Glenton (2011).

Procedure
In phase one, four staff members of a national library responded to prompts that consisted of
Microsoft Azure produced tags and titles for four photographs from one of the library’s

Participant
number Job title and sector

Gender
identity Location

Phase 1 focus group: All staff from the same national institution

FG1
PD101 Digital Preservation Manager Male Ireland
PD102 Digitisation Programme Manager Male Ireland
PD103 Assistant Keeper, Digital Collecting Female Ireland
PD104 Assistant Keeper, Digital Collecting Female Ireland

Phase 2 focus groups: Mixed participants from different organisations

FG2
PD201 Researcher, Archival Project Female Ireland
PD202 Archivist, University Special Collections Female Ireland
PD203 Digital Curator, Private Business Female Ireland
PD204 Digital Curator, Government Library Female Denmark
PD205 Archives Manager, Government Archive Male England

FG3
PD301 Digital Humanities Librarian, University Female USA
PD302 User Manager Assistant, Library Vendor Female China
PD303 User Services Assistant, Library Vendor Female China

FG4
PD401 Project Manager, Archives/University Collaborative

Project
Male Ireland

PD402 Digital curator, Museum Female England
PD403 Digital curator, Moving Image Archive Male Ireland
PD404 Library and Digitisation Manager, Museum Female USA

Table 1.
Demographics of
the focus group

participants
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digitised photograph collections. These tags were created as part of a class project for the
Digital Curation module at University College Dublin (UCD). The purpose of the focus group
was not to “test” the use of Microsoft Azure Cognitive services for CV on the collection, but to
gather participant response to some of the tags and descriptions as a way to prompt further
discussion about the use of AI technology in archival and digital preservation work. All staff
members were provided an information sheet about the study and consented to participation
and audio recording of the focus group.

In phase two, three different focus groups were held with archival and digital preservation
professionals to gather their thoughts and opinions onusingAI technology in theirwork. Some of
these participants had familiarity with using AI in an archival setting, some did not. Once
participants responded to the call for participation, they were provided with an
information sheet outlining their participation in the study, and provided verbal
consent to participate andbe audio-recordedbefore the focus groupsbegan. As an ice
breaker, participants were first asked to provide their “idealised or dystopian” implementation of
AI in their field of work andwere then provided aworking definition ofAI technology that would
be used in the focus group. Participants were then asked if they wanted to share any positive or
negative experiences that they had had with AI technology. Next, participants were presented
with three prompts about the use of AI in archival and digital preservation work.

Prompt one detailed a scenario in which the participant was asked to provide users access
to a partially digitised photograph collection, which has not been described in any detail. AI
technology is suggested as a tool to speed up description of the collection. Participants were
asked to respondwith their thoughts about the idea andwhat theymight do in response to the
suggested use of the technology.

Prompt two adds further detail to prompt one, inwhich the participant has noted that several
of their colleagues do not fully trust an implementation of the AI technology due to concerns
about job losses, lack of training available to learn the new system, and concerns over reliability
of the system and whether the technology may become obsolete quickly. The participant was
asked if they relate with any of these concerns and if they had other concerns and why.

In the final prompt (three), participants were told that in a continuation of the scenario,
their work usingAI technology to describe the collectionwas featured in an online newspaper
article in their community. The author of the newspaper article mentions general concerns
about privacy, transparency and ethical use of data about AI in the article not specific to their
team’s use of the technology. The participants were asked to respond to the article.

To conclude, participants were asked to summarise their position on the use of AI to
complete their work and if there was anything that was missed, that they would like to add to
the discussion.

Analysis
Template analysis, a style of thematic analysis, was used to analyse the data (Braun and
Clarke, 2021; King, 2012; King and Brooks, 2017). We used a deductive process to identify
themes: a scan of literature about AI and archival studies was completed a priori, and
tentative themes from the literature were identified.

The focus group one transcript was read and re-read by the Primary Investigator (PI) to
gather information to develop the prompts in the second phase of focus group data
collection. After focus groups two thru four were held, all focus groups were read and re-read
to develop tentative themes for an initial template. Both researchers worked together to
refine the final template, which was complete after four rounds of revision. All focus groups
were then coded using nVivo 12 to identify evidence for patterns. After this process, a final
tentative template with 4 themes was developed and accounts were written describing the
details of each theme.
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Findings
Fitting AI into the day to day practice
Most of the concern about “fitting AI in” to existing work centred around additional duties
that use of AI technology may require, such as checking outputs before making them
available to users. The fact that focus groups two thru four were asked to respond to
hypothetical prompts could account for the lack of specific information about the
practicalities of using AI technology in digital archives and preservation settings.

Similarly, the participants from focus groups two thru four did not discuss specific
benefits that could result from the implementation of AI in the day to day practice, but still
considered the potential for AI technology to be valuable. However, they described the
technology as having the potential to create more tasks to be performed by humans.
Commenting on the use of AI technology to generate descriptive metadata (prompt one,
option one), PD204 proposed an alternative scenario, tackling the need for manual validation.
While suggesting that AI could support the generation of administrative metadata to enable
another option presented in prompt one, the participant clearly defined when additional
human performed tasks might be necessary and why:

I would also like to throw in a bit of crowdsourcing in (option) number one because the AI can
describe what it sees but it can’t tell us anything about the context or the event leading up to what’s
happening on the picture so we need some again some human intelligence involved.

In relation to the same prompt, PD402 agreed with PD204 on the use of AI to generate
descriptive metadata, (in this case to enhance accessibility), while also expressed a concern
about their job security:

I guess if you can automate, you know, describing, you know, basic description for each (photograph)
that I mean, I guess that would help with, you know, making the collection somewhat accessible for
people to actually view, you know, what’s, what’s in the collection, em itmight putme out of a job, but
[laughs], I dunno, I think I’d go for (option) number one.

PD404 added to the reflection, cautioning against the lack of supervision of machine-
generated outputs:

I think that all the results that come out of these (AI) systems need to be reviewed, and in theory
they’re going to do things that, at scale um, that they can do; and so there’s all the things that they
can’t do, that we now have the time to do, because those things are doing that. I think there is always
that risk, depending on howwe frame the use of these tools up the chain, um, as to what they’re really
capable of doing.

From these participant quotes it is clear that there is optimism that AI technology can be of
use, but there is also concern about how to fit it into existing workloads. This concern was
largely framed as a need to “check” the “work” or output of the AI technology.

In light of these expectations, many participants expected the use of AI to be central to
archival work in the future. As PD203 highlights, “it’s gonna be such a huge part of what every
librarian has, or information professional and general archivist librarian, whatever role you’re
involved in”. Participants expressed major concerns about who would be responsible for upkeep
associated with the AI systems and what the upkeep would require. At times, these anxieties
were expressed via binary choices: outsourcing of the AI system development/maintenance
versus the use/upkeep of the same by the in-house staff. Both the reliability of the software and
the effective role(s) of the person(s) expected to secure the functionality of the system were
questioned by PD201: “I’d be much more concerned with how reliable the software is and also, if
this is a tool, what practices are in place eh, that, to keep it going [ . . .]”. PD404 agreed:

And so that is really where my concerns come in around whenever this comes up, they’re like, we’re
going to just bring in somebody and drop this on your lap. I, I who is taking care of it, who is
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maintaining it, who is growing it andwho is dealingwith its outputs? So that’s, that’s alwaysme, and
again that reliability of the software, what is it really doing? Is it doing what I think it’s doing? And
what happens if something goes wrong?

Responsible use of technology as expertise
Within the focus groups, “responsible use of technology”was discussed as a human-machine
partnership – often found in literature as human-robot collaboration. However, who should be
responsible for the AI system and with which modalities, was not clear. Interestingly, the
awareness about the pitfalls commonly associated with AI emerged across the focus groups
from both of the phases; the role of human agency emerged while participants discussed the
tasks that could be “safely” performed by the machine.

As recognised by PD204, AI is “not just simply a tool, it creates issues around sensitivity,
privacy; those two things are different”. PD205, commenting on the application of AI tomanage
legal records including recent crimes (having the relatives of the victims eventually exposed to
the AI system outputs), tackled the need for a critical design to prevent ethical issues:

I think AI can help us, but it’s, it’s how you think through each of those steps and, and structure
something around it, so that it’s, it’s helping rather hindering kind of human interaction.

Participants were sceptical about the adoption of AI to address sensitive matters, (such as
records that should not be made public) or decision-making process: PD201 argued that
“automated systems are not really sophisticated enough to do a human’s job.” She kept
elaborating on the theme of a human-machine partnership:

So, I think, in general, the consensus here is that AI technologies are useful for making jobs more
efficient and for helping the humans, the experts in the field that to (parse?) large bodies of data. But a
lot of these ethical questions, em, and special interest questions need to be dealt with by humans.

PD404 asserted “I’m not trusting AI to make curatorial decisions [. . .]. I’d want to have a
better sense of the collection, to see, you know, how much information is there, really, to get
from, from these pieces to, to actually transcribe and acquire and whether that would be the
most useful thing”. PD204 proposed a different point of view, commenting on quality delivery
in discussion of the lack of transparency (or explainability) of the AI systems on use, which
required extra-caution in proposing un-reviewed AI outputs to their customers (researchers):

I’m running a project where we’re looking at the use of two AI, AI systems in literature reviews and
we are incredibly sceptical regarding the quality we are getting back.We can’t understand, using our
librarian ninja skills, that we can’t understand how, ehm, the string that’s, ehh, how relevance is
considered, ehm, in these two systems we’re using and the quality of the sources, the systems are
searching in as well is also quite, ehm, it’s almost a trade secret. We can’t get a full list of where these,
eh, systems are searching, ehm, so we are very cautious before we start, eh, introducing these two
systems to our researchers. We are testing, testing, testing to make doubly sure we as a library can
still deliver quality products.

Participants experienced a lack of trust toward using AI technology, characterised by
concern over the ability of the AI technology to redact personal/sensitive information, or
complete a task to the same level of an archival and/or digital preservation professional. As a
result, participants were more comfortable with the potential concept of a human-machine
partnership, in which the human had the ability to check the AI technology’s output for
potential issues before releasing the collections to users.

Managing expectations
Another subject that was frequently discussed in all focus groups was the belief that the use
of AI technology (including ML) would require practitioners to “manage expectations”
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of “higher ups” (their line managers, and those managing their organisations). In focus
groups two thru four, prompt three, which asked the participants to imagine that a
newspaper article was being written about their organisation’s use of AI, was the prompt
most likely to result in discussion of managing expectations.

Participants were most concerned with managing the expectations of those that work
above them because these “higher ups” controlled resources and funding of specific
departments in the organisation. The use of AI technology was frequently compared to the
early days of the digitisation “era” in the mid-1990s, when heritage institutions experienced a
radical transformation in the way they delivered access to collections. It may be significant
that AI technology is being considered by Galleries, Libraries, Archives and Museums
(GLAMs) at a period of time nearly 30 years after the transition to digitisation and mass
availability of digital resources. Those beginning their careers in the mid-1990s that
experienced the difficulties that came with this disruptive technology first hand may still be
on the job and more aware of how important managing expectations of those who allocate
resources can be. According to PD205:

Yeah it’s linked to, to training, but also awareness, especially at the top of the organisation, where
people could often see the, the digital solution to be the answer to all the problems, em, and, and that
creates quite a different shift in the way an organisation can put it through resources.

PD202 also compared the potential adoption of AI in the sector to previous adoption of
digitisation:

Just thinkingofmanagement em, and the higher ups of the organisation,whendigitisation started being
used in archives, oneof the issueswas that the termdigitisationwasbeing bandied about a lot. So, it was
almost seen as replacing the physical archives and replacing the work of cataloguing and arranging
and, you know, as as mentioned earlier, it isn’t just about the specific document you’re looking at, you
need the context um, it’s a huge, hugely important part of our job is to provide that context.

The concern that AI could divert resources away from other day to day work practices is
understandable, considering that putting effort in at the start will be necessary. However,
PD202’s concern that AI technology may leech resources “context” building tasks is worth
further investigation. PD202 explained context as expertise in the following statement as
“making all of those kinds of connections”:

If we’re going to use AI at all in the archive, it should be assisting and never overriding the expertise
of the, of, of the professionals, and as PD203 alluded to there, talking about librarians would actually
be the archivist involved in something like this, you know our whole training is all about appraising
collections and deciding what’s kept andwhat’s not kept andwhy, em, and arranging collections and
making all of those kind of connections, so AI should be able to assist us with that, but absolutely
never override that.

These comments also express the concern that management may fixate on a new technology
as a way to improve efficiency, but that this efficiency would come at the cost of other
essential duties that require digital archival expertise, similar to “when digital happened”.
PD404 also echoed this sentiment:

I am concerned, again, cultural heritage continues to get more and more and more breadth in all the
things that we’re able to do, and we saw it when digital happened to begin with, you know, everyone
who does the acquisitions work and the collection development work and the descriptive work and
our physical preservation team, and now we had to support these digitisation folks and the digital
preservation folks. None of it is well funded and nowwe’re looking at AI. So how dowe balance all of
these needs?

Similarly, PD404’s description of acquisitions, collection development and descriptive work is
also central to what the archivists do and how they demonstrate their expertise.
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Bias
Across all focus groups, there was discussion about concerns over bias. Others have
discussed how algorithms can become embeddedwith the bias of the programmers who train
them and how algorithms can exacerbate bias against marginalised communities (Crawford,
2021). In the context of archives and digital preservation practitioners, concerns about bias
were linked with the ways in which AI technology could allow collections to be used in ways
that would further marginalise under-represented communities, misrepresent collections and
conflict with institutional diversity aims and objectives and the archival and digital
preservation field in general.

Throughout the focus groups, participants were asked to reference what they knew of AI
technology. In broaching the issues of AI and bias, participants in two different focus groups
referenced the story of howTimnit Gerbu, a prominent AI ethics researcher, was forced out of
Google as a culmination of her criticism of the company’s policies and practices associated
with AI technology in relation to diversity (Hao, 2020). While participants did not mention
Gerbu by name, the “Google case”was discussed: “a woman who was researching the ethical
implications and biases of Google’s algorithms was fired by Google and she wrote some op
eds and stuff. Anyway, what they did to her was not good (PD201). In addition, PD101:

So, it’s worth looking into the Google researcher that was recently fired, asked to leave over the paper that
she wrote. And I think that was a huge petition to kind of support her and things like that. And it was
around questions of diversity and how these models can uphold existing structures of inequality and all
that and also climate issues. And I think itwas rejected byGoogle and the kind of a dodgyway they didn’t
want to publish it.And then shehad to leave the company.And she’s averywell respected researcher,who
also happened to be a person of colour as well. So it was, it was really like, really troubling.

There was also a concern that users might extend their existing understanding of bias andAI
to concern about use of AI in the archive for any purpose:

Yeah, you know race relations being such a forefront in academia, right now, like AI is just very
untouchable for a lot of American academia at the moment. Especially like in the college where I’m
working at, if I phrased it as AI it would not be good. If I phrased it as stylometry they might be
interested. So, you know machine learning - maybe, but AI would definitely be a no go. (PD301)

PD301 was concerned about use of AI on the existing collections because users (academics
and students in her case) would be concerned about AI and racial bias. This prior knowledge
of AI technology and bias was applied to practitioners’ own context in working with digital
collections. For example, several participants acknowledged the colonialist past of some
aspects of archival theory and practice (Punzalan and Caswell, 2016). There was an acute
awareness that what they knew about AI and bias would further exacerbate marginalisation.
According to PD404:

I would just say the bias question is a huge one, depending on what the data set is and what you’re
looking at andwhat it’s being trained on, which continues to bemy,my deepest fear about AI, even in
sort of innocuous areas, like is this a bird or is this a plant, which happens more in my work. When
we’re talking about what is really going on in this image and if, since we’re working in what is still a
predominantly white field, and is still a field that is, is full of legacy data that we haven’t been able to
clean up before training the AI on records that were created seventy years ago that we haven’t
touched since I think it’s really, really disturbing, especially when we’re talking about descriptive,
descriptive information if if we’re going beyond transcription translation, that kind of work and
we’re actually saying what do you see in this image AI and what do you think this is, that always
makes me very squeamish, and I always want to do that, that thorough review before it goes up, um,
and so it’s it’s definitely one of my big concerns.

For PD404, there was a concern that digitised collections in her caremight need to be “cleaned
up”: a subtle reference to the concept that what was acceptable in the past is no longer
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acceptable now and if collections were not “cleaned up” harmful stereotypes could be
perpetuated. This also demonstrates some of the additional tasks a practitionermight need to
take on when using AI technology. PD305 had similar concerns, which were expressed as
“very strange views of the world”:

. . . There’s instances of this happening, where the records have come through the system, and the,
there is data in, in which there’s personal nature, and then they have to be taken back out again from
the public domain and that’s with humans being involved in the process. So almost, it’s a question of
can the AI recognize the type of collection which is likely to have the things in it which might need a
close look from a human, because clearly the examples you put up there are things which might not
be obviously interpretable by a machine, so you could have like saying physical representations of
people, or the language that was used to create those records, or which is in those records, say,
colonial papers from the 1930s, are going to have some very strange views of the world. Em, which
we wouldn’t share today, some of us wouldn’t anyway.

Viewed in the context of digital archival expertise, comments from PD404 and PD305 also
suggest concern that an AI system may not have enough relevant expertise to understand
stereotypes that were common in the past and that these stereotypes are no longer acceptable
to reference in description of a collection today. The relevant expertise in this example is
understanding of harmful stereotypes that could perpetuate marginalisation, as well as
expertise about current values held in modern archival and digital preservation studies, such
as a commitment to social justice.

PD401 was also concerned with the way in which AI technology could preference the
voices of elites in a collection. This is exemplified in discussion of a hypothetical situation in
which AI technology was used to search a large, digitised collection to meet a user request for
information:

So, 85% of the population are missing from the archive. So, these are all balances that we have to
come to, because somebody asks a question of the archive, what is the answer that they’re getting
back, are they hearing the voices of the people in charge, or are they hearing the voices of the people?
And how to use and interpret that answer into something that you think is either fair and accurate?
So yeah these are things that we do have to, we have thought a lot about, and we are careful as to
what we will include on the bias of what we’re including, and have lots of disclaimers, and this is
what you’re looking at kind of commentary throughout it. (PD401)

PD101 held a similar concern, and contextualised the concern in reference to his institution’s
diversity policy:

I’ve been hearing more about lately is the things like all of the bias that’s involved when it comes to
image recognition it is severely biased towards white men in particular, people of colour and women
tend to be significantly underrepresented. And that’s something that’s quite interesting, I suppose, in
a general sense in our fields, but I suppose specifically in [institution] where we are quite serious
about our diversity policies and stuff like that. Which . . . that would be pretty much it, I guess, my
understanding would be that, you know, the machine learning and the computer vision is really only
as good as whatever like model you have like the actual like, what what data are you actually basing
all this on and stuff like that, but what corpus . . . is it are you working with?

Discussion
One of the common threads that run throughout the different themes identified in the focus
group data is the nature of digital archival expertise and how AI challenges and/or supports
the ways in which participants conceive of digital archival expertise.

For example, in discussing “fitting AI in the day to day practice”, there was concern that
using AI technology might result in additional work tasks for practitioners because the AI
systemwould lack certain expertise and the outputs would need to be “checked” by a human.
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The unclear division of responsibilities towards the upkeep of an AI system to ensure its
reliability through time and the lack of specifics to the expertise of the person(s) in charge of
the task emerged among the major anxieties.

Following, in discussion of responsible use of AI technology in the context of archives,
participants discussed the concept of “checking” outputs; that led to suggestions of a human-
machine collaboration inwhich archives and digital preservation practitioners would provide
the expertise needed to make sure sensitive/personal records were not accidently “missed”
and/or released to users when they should not be.

When participants discussed the need to manage the expectations of organisation
management and “higher ups,” this “managing of expectations”was discussed as an “art”– the
ability to explain the limits of what the AI technology was capable of and how use of the AI
technology would require a human to “check” the work, while simultaneously signposting the
importance of traditional archival activities such as arrangement and description of collections.
This need to “not forget” about traditional archival activities was framed as a lesson learned
from the adoption of digitisation in archives in the mid-1990s which radically changed the way
users engage with and their expectations for access and use of archival collections.

Finally, in discussing bias, this expertise was framed as knowledge of harmful stereotypes
and context surrounding information in digital collections which might act as datasets for
application of AI, the ability to steer how AI technology should be applied to digital archival
collections, as well as digitisation priorities in the context of the archives social justice
movement. Punzalan and Caswell (2016) include “inclusion of underrepresented and
marginalised sectors of society” as one of their five areas of social justice in archival studies.
Participants expressed concern about this specific issue-how AI technology may
inappropriately be applied by users in the context of marginalised and under-represented
groups represented in the collections for which they care.

Much of the exiting archives literature about AI technology is focused on how AI may
impact the archives field: this includes how AI may change traditional archival work such as
arrangement, description and appraisal via automation (Lee, 2018); how traditional archival
theory such as original order and provenance may change (Colavizza et al., 2022); and howAI
technology will require archivists to learn new computational skills (Marciano et al., 2018;
Payne, 2018). Moss et al. (2018) and Theimer (2018) specifically address the concept of
archival expertise and how it may change in the context of AI, suggesting that expertise
would grow to closely resemble data science.

Susskind and Susskind (2015) in The future of the professions: How technology will
transform the work of human experts predict the decline of professions that require expertise
like law and medicine because of the rise of advanced technology, including AI. Theimer
(2018) applies this perspective to the archival profession by predicting that, facing the
growing use of AI technology, archivists will attempt to challenge the rise of automation by
highlighting the work that a machine can’t do which requires “creative thought” (p. 11) and
making the argument that “a machine can’t do all the parts of my job” (p. 11). Archival tasks
that are difficult to automate, that require “a human touch” (p. 12) will be highlighted.

The thought that the “machine can’t do all the parts ofmy job”was present throughout the
focus group participants’ discussion. For example, in all themes, digital archival expertise
was framed as expertise needed to “check” outputs of the AI, the ability to provide context for
collections, and to steer the use of algorithms to tasks that would not conflict with social
justice values held by the archival profession, including not compounding marginalisation of
under-represented groups.

Theimer (2018) counters that while archivists may try to make the “a
machine can’t do all the parts of my job” argument, Susskind and Susskind
(2015) argue that eventually, all tasks will become routinised in one way or
another, such as tasks being completed in an entirely different manner in which
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the end result is similar enough to the “non-routinised task” (the parts the machine can’t
do). She also predicts that what will matter to users is “delivering an acceptable level of
service as freely and broadly as possible” (p. 12) which contradicts the argument that
users will always value the “human touch” work that archivists do (and machines can’t
currently do) – the digital archival expertise.

In the focus groups, there was little concern that AI technology would completely replace
the work of a professional archivist – this was underpinned by a focus on digital archival
expertise: the ability to manage expectations, the contextual expertise an archivist can
provide to collections, and the dedication to upholding social justice in archives principles,
namely, to not continue to marginalise under-represented groups and perpetuate bias.
However, in light of the Theimer piece, this discussion of “digital archival expertise” can be
explained as an offensive mounted against the rising use of intelligent systems such as AI
technology.

As such, when one asks, what are the thoughts and opinions of archival practitioners
about AI, as a way to understand how AI adoption may impact archival work? The focus
group data suggests that AI, as a disruptive technology, impacts theways inwhich archivists
characterise and communicate digital archival expertise. AImay cause a reaction to revise the
ways in which digital archival expertise is highlighted and presented to “the higher ups,”
users and the public. In this sense, AI technology in archives acts as a counter to balance
digital archival expertise against. This is the potential “impact” of AI on digital archives
practice – it will cause a change in the characteristics of digital archival expertise and the
elements of the expertise that are advocated and communicated to interested parties. Our
findings suggest that the way that digital archival expertise is characterised will slowly
evolve to represent “what the machines can’t do.” For our participants, digital archival
expertise was described as arrangement, description and appraisal, managing expectations,
understanding and contextualising user needs and a dedication to social justice initiatives.
We predict this will change, and the speed with which it will change will depend on how
quickly those tasks can become routinised.

The focus of this article was to explore thoughts and opinions of AI technology in archival
practice, as a way to learn more about howAI technologymay impact archival work. Results
suggest that the impact may rest in how digital archival expertise is characterised,
highlighted and communicated to interested parties. The specific characteristics of the digital
archival expertise and how itmay evolve in the future is beyond the scope of the current work
and could be explored in future research projects. The impact of AI on archival and digital
preservation practice in this studymay be summarised as a force that triggers an evolution in
how digital archival expertise is characterised, discussed and highlighted. However, it is not
acting alone: several of the focus group participants referenced the time period when
digitisation “happened” in the mid-1990s in discussing potential AI adoption. As such, AI
technology, combined with understanding of how to adopt a disruptive technology “better”
by applying lessons learned from the digitisation era of the mid-1990s may be
prompting the desire to re-evaluate and change the ways in which digital archival
expertise is discussed.

AI technology, along with the desire to apply lessons learned from the implementation of
mass digitisation, are acting as a trigger for archival practitioners to re-evaluate the way they
discuss their contributions and their practice, which may have continued knock on effects for
activities such as advocacy and outreach. Of course, AI technology will impact workflows
and archival activities, but that was not found to be of most concern to our participants when
we spoke to them.

Lastly, the results can be situated in the context of a social construction of technology
(SCOT) perspective to produce greater insight. According to Baym (2015), in brief, the SCOT
perspective “focuses on how technologies arise from social processes” (p. 44). Applied to our
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example, a SCOT perspective would have investigated the social contexts of archivists to
understand their use and adoption of AI. We would not say that we explicitly used a SCOT
theoretical framework to organise this study –we have focused on opinions and perceptions
which are only part of a greater social context. That being said, we can use SCOT as one lens
through which to view our results.

In contrast to SCOT, technological determinism aligns with the belief that technology
changes us. We would not go as far as to qualify participant concerns in this study as techno
deterministic –AI technology is not causing a change in expertise. In contrast, AI technology
combined with hindsight about mass digitisation as a disruptive technology is affording
archival practitioners the opportunity to reinterpret their concepts of digital archival
expertise. This perspective is more aligned with a SCOT perspective (Baym, 2015). Future
research could explore this overlap using an explicit SCOT theoretical framework. In
addition, we would argue that any AI adoption in the archives sector will need to address the
issue of evolving concepts of digital archival expertise to move forward with large scale
adoption of any new technology.

Conclusion
We began this project posing the following questions: what are the thoughts and opinions of
archival and digital preservation practitioners concerning the use of AI technology in their
work? In what ways can these thoughts and opinions help us understand the impact of AI
technology on archives and digital preservation work? We conducted four focus groups
across two phases of data collection. As a result, findings were not generalisable. Using
template analysis, we were able to identify four themes from the data, which suggests that AI
technology combined with hindsight about digitisation as a disruptive technology may
prompt archival and digital preservation practitioners to change the way they characterise
and communicate digital archival expertise. The specific content of this expertise is beyond
the scope of this article but could be addressed in future work. Investigating further the
adoption of AI in specific archival contexts would benefit the understanding we
have of the evolution of digital archival expertise, going beyond sentiment and
perception mapping.
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